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ABSTRACT
Review information has been demonstrated beneficial for the ex-
plainable recommendation. It can be treated as training corpora
for generation-based methods or knowledge bases for extraction-
based models. However, for generation-based methods, the sparsity
of user-generated reviews and the high complexity of generative
language models lead to a lack of personalization and adaptability.
For extraction-based methods, focusing only on relevant attributes
makes them invalid in situations where explicit attribute words are
absent, limiting the potential of extraction-based models.

To this end, in this paper, we focus on the explicit and implicit
analysis of review information simultaneously and propose a novel
Topic-enhanced Graph Neural Networks (TGNN) to fully explore
review information for better explainable recommendations. To be
specific, we first use a pre-trained topic model to analyze reviews
at the topic level, and design a sentence-enhanced topic graph to
model user preference explicitly, where topics are intermediate
nodes between users and items. Corresponding sentences serve as
edge features. Thus, the requirement of explicit attribute words can
be mitigated. Meanwhile, we leverage a review-enhanced rating
graph to model user preference implicitly, where reviews are also
considered as edge features for fine-grained user-item interaction
modeling. Next, user and item representations from two graphs
are used for final rating prediction and explanation extraction. Ex-
tensive experiments on three real-world datasets demonstrate the
superiority of our proposed TGNN with both recommendation
accuracy and explanation quality.
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1 INTRODUCTION
Explainable recommender systems not only recommend items to
users but also offer corresponding explanations to depict how the
recommendations are generated and why the users should pay at-
tention to them [40, 43], so as to improve the systems’ trustworthi-
ness and persuasiveness. Apart from commonly used collaborative
signals [13], additional information, such as tags [38], knowledge
graph [1], and reviews [23, 27], is always employed to improve the
performance of explainable recommender systems. Among them,
review information is easy to collect and can provide detailed de-
scriptions of user preferences, making it one of the most important
complementary pieces of information. Plenty of work has been
proposed to make full use of review information [4, 21, 22, 47].

A general idea is treating review information as corpora to train
a generative model, so that explanations can be generated word by
word [23, 27, 35]. However, these generation-based methods still
suffer from the sparsity of available reviews, leading to the lack of
personalization and adaptability of generated explanations. More-
over, Li et al. (2021a) have observed that most generated results are
repetitions from the training set. Therefore, extraction-based meth-
ods are proposed to extract relevant review pieces from historical
reviews [29, 40]. For example, ESCOFILT [29] leveraged K-means to
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S4: They have survived for work wear and have yet to 
show any signs of wear

S3: the material is durable for work wear

S1: The material was super scratchy and uncomfortable
S2: the material is very pretty and looks great on

Explicit: sentences contain the explicit attribute word for material

Implicit: sentences express the concern of durability implicitly 
Figure 1: Reviews about material attribute explicitly (S1-S3)
and implicitly (S4). S1 expresses the opinion about fitness.
S2 talks about the look of the material. S3 and S4 discuss
durability implicitly.

cluster similar historical reviews, so that the cluster representation
can provide more comprehensive opinions to persuasive users. To
further improve the personalization of explanations, EXTRA [21]
was proposed to adopt traditional tensor factorization methods to
measure the relevance score given a triplet of a user, an item, and an
explainable sentence. GREENer [40] employed an auxiliary opinion
mining toolkit [47] to extract attribute words, which were treated
as intermediate to connect users and items, achieving explicit user
preferences modeling on the attribute level.

Despite the achieved progress, existing extraction-based meth-
ods still suffer from some shortcomings. One of the main problems
is that attribute words in reviews are not always available since
users cannot always describe their opinions explicitly. Therefore,
existing methods will malfunction when dealing with the review
information where explicit attribute words are absent. Taking Fig-
ure 1 as an example, when focusing only on explicit attribute words,
S4 will be ignored even if it presents the same topic of interest to the
user (i.e., material attribute). Moreover, focusing only on explicit
attribute words cannot help to achieve comprehensive user prefer-
ence modeling and convincing explanation generation, and even
lead to incorrect connections between users and items. For example,
although S1, S2 and S3 refer to the “material” attribute word, they
discuss three different views: comfort, looks, and durability, which
will import unexpected noise when taking the attribute words as
intermediate to connect users and items. To this end, how to make
best use of review information is essential for extraction-
based explainable recommendations, which is also our focus in
this paper.

To tackle the above challenge, we propose to take topic infor-
mation into consideration. By assuming that semantically similar
review sentences contain the same topic, we can extract topics from
review sentences so that user preference can be measured at the
topic level explicitly. Since topic information is extracted based on
sentence semantics, even if user opinions are expressed implicitly
in reviews, they can still be well analyzed. Therefore, the challenges
turn to how to extract topic information from reviews and how to
integrate topic information for personalized explanation extraction
for explainable recommendations.

To this end, we propose Topic-enhanced Graph Neural Net-
works (TGNN) to fully exploit review information for the extraction-
based explainable recommendation, in which explicit topics mod-
eling and implicit feature learning are used for recommendation
quality improvement. Specifically, for explicit topic modeling,

inspired by the advanced topic model BERTopic [11], we adopt In-
fomap [30] to cluster sentence semantics with topics. Based on the
topics, we devise a sentence-enhanced explicit topic graph where
the topic serves as an intermediate to connect users and items. Cor-
responding sentences are used as edge features. Compared with
existing extraction-based solutions, this graph structure more ac-
curately models the complex relationship between the user, item,
topics, and sentences. For implicit feature learning, we construct
a review-enhanced user-item rating graph [33], where reviews also
serve as edge features for better user-item interaction modeling
and rating prediction. To achieve better explanation extraction,
we integrate learned features from user-item rating graph with
the results from the explicit topic graph, and use the integrated
results to realize the sentence extraction target. Along this line,
not only the rating prediction accuracy but also extracted explana-
tion quality can be enhanced. Finally, extensive experiments over
three public review datasets are conducted. The experiment results
demonstrated the effectiveness and superiority of our proposed
TGNN in terms of rating prediction accuracy and explanation qual-
ity. And ablation study further verified the necessity of combining
the rating and topic information.

2 RELATEDWORK
2.1 Review-based Explanation Models
2.1.1 Natural Language Generation-based Explanation Models. Ex-
isting review-based explanation methods mainly adopt conditional
natural language generation technology to mimic real reviews word
by word as explanation [27, 35, 36, 44]. However, the sparse inter-
action behaviors hinder the explanation model from generating
diverse content in a review. Therefore, some researchers incorpo-
rate item attributes to generate diverse explanations [8, 20, 22, 27].
The item attributes are pre-extracted by a semi-supervised opinion
mining toolkit, such as Sentires [15] and Snippext [26]. Instead of
the semi-supervised opinion mining technique, some methods also
adopt unsupervised topic models to help mine fine-grained user
preferences on various topics [28, 36]. After mining explicit topic or
attribute information, these methods model topic or attribute dis-
tributions in the representation of users or items and are thus used
to guide the generation of diverse and personalized explanations.

2.1.2 Extraction-based Explanation models. Although generation-
based models have made great progress, Li et al. observed that
generation models fit the sentences in training set rather than
creating new sentences. On the other hand, limited by the sparse
interaction data, the generated explanations still suffer from generic
content [40] and repetition issue [9]. Therefore Li et al. and Wang
et al. proposed to extract human-written sentences in the training
set as an explanation.

NARRE [4] is an early extraction-based explanation method
that utilizes an attention mechanism to measure the usefulness
score for each review. The most useful review is selected as an
explanation. In addition to review-level selection, Pugoy and Kao
argues the review summary could offer a better explanation and
thus extractive summaries of reviews for each item as explanations.
Li et al. extract sentences that co-occur across different reviews
as explanations, then compare existing several ranking methods
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according to sentence ranking metrics. Whether language genera-
tion methods or extractive methods, recent works consider diverse
topics or attributes in the review to improve explanation quality
since users always express their opinions on various aspects of
items [27, 36, 40]. For instance, Wang et al. extract attributions
from reviews and take them as the bridge to connect user/item and
sentences. However, the user-attributes-sentences graph structures
may introduce noise sentences to represent users. Moreover, the
attribution extraction technique [47] suffers from the domain adap-
tion issue because of the lack of large review corpora with aspect
and sentiment annotations [6, 36].

In our work, we adopt the recent advanced topic model BERTopic
[11] to extract topics from reviews in an unsupervised way. After
that, we introduce topics as nodes to connect users and items, where
sentences are treated as fine-grained edge features to enhance user-
topic and item-topic interaction modeling.

2.2 Review-based Rating Prediction Models
In a review-based recommendation system, the primary role of
reviews is to extract semantic features from them to enhance user
and item representations. For instance, early studies mainly adopt
Latent Dirichlet Allocation [2] (LDA) to extract review topic dis-
tribution to assist user and item representation learning [25, 39].
With the remarkable advancement of deep learning in natural lan-
guage processing [14, 45, 46], recent works have utilized more
progressive text feature extraction methods (such as TextCNN [16],
Attention [49] and BERT [7]) for review modeling and thus improv-
ing representation learning [24, 29, 48]. In addition to enhancing
user and item representations, review features can be employed as
regularization terms to constrain or guide the user-item interaction
representation learning [3, 33, 35]. For instance, RGCL [33] takes
the reviews as regularization signals to enforce the interaction rep-
resentations to align to the corresponding review features at the
model training stage through the contrastive learning technique.

In recent years, the neural graph networks (GNN) [18, 31] have
shown an outstanding ability to model the natural user-item bipar-
tite graph and improve recommendation performance [5, 32, 37, 41].
Therefore, several methods combine review information and user-
item bipartite graph to enhance representation learning [10, 33, 42].
Among them, RMG [42] and SSG [10] both utilize Graph Attention
Networks to encode the user-item graphs. However, their adopted
graph attention mechanism needs to capture the complex graph
patterns introduced by ratings accurately. Therefore RGCL [33]
follows the idea of GC-MC, takes rating as the type of edge, and
introduces comments as edge features into the graph. However,
the review information is inappropriate for high-order message
passing and thus can not stack multi-graph convolution layers to
improve rating prediction performance.

We inherit the idea that takes review as edge features but sep-
arately model rating behavior and review information. Thus we
can take advantage of high-order signals and fine-grained review
information simultaneously.

3 PROBLEM DEFINITION
In review-based recommendation, there are four entity types: a
user set U (|U| = 𝑁𝑢 ), an item set V (|V| = 𝑁𝑣), a rating set R

denoting the all possible rating values (such as R = {1, 2, 3, 4, 5}
in Amazon dataset) and a review set E representing all reviews in
a dataset. An interaction record can be denoted as a quadruplet
(𝑢𝑖 , 𝑣 𝑗 , 𝑟𝑖, 𝑗 , 𝑒𝑖, 𝑗 ), which means a user 𝑢𝑖 ∈ U give a rating score
𝑟𝑖, 𝑗 ∈ R to an item 𝑣 𝑗 ∈ V with a review 𝑒𝑖, 𝑗 ∈ E. Moreover, a
review consists of several sentences with 𝑒𝑖, 𝑗 = {𝑠1, 𝑠2, ...𝑠𝑘 }. S
denotes the review sentence set in a dataset.

Apart from predicting the rating 𝑟𝑖, 𝑗 , the task of extraction-based
explainable recommender system also requires an agent to retrieve
several relevant sentences from sentence set S𝑗 as explanations,
where S𝑗 is sentences of item 𝑣 𝑗 .

4 THE TECHNICAL DETAILS OF TGNN
Figure 2 illustrates the overall architecture of our proposed TGNN,
including three main parts: 1) Explicit user interesting modeling:
explicitly modeling topic information based on the newly designed
Topic Graph; (2) Implicit user interesting modeling: implicitly mod-
eling user interest based on the Rating Graph (3) Topic and rating
features integrating: integrating features from two graphs for rating
prediction and extraction-based explainable recommendation.

For initialization, we utilize free embeddings 𝑼 ∈ R𝑁𝑢×𝑑 and
𝑽 ∈ R𝑁𝑣×𝑑 to denote user and item nodes, where vectors 𝒖𝑖 ∈ R𝑑
and 𝒗 𝑗 ∈ R𝑑 represent user 𝑢𝑖 and item 𝑣 𝑗 respectively. With
the consideration of model performance and complexity, BERT-
whitening [34] is employed to encode each review and each sen-
tence and generates corresponding feature vectors 𝒆𝑖, 𝑗 ∈ R𝑑 and
𝒔𝑘 ∈ R𝑑 , respectively. Next, we will introduce each part in detail.

4.1 Explicit User Interest Modeling on
Sentence-enhanced Topic Graph

In order to leverage topic information to realize the better utiliza-
tion of reviews and the explicit modeling of user preference, we
first construct a novel topic graph and then implement topic-level
feature representation learning based on this graph.

4.1.1 Sentence-enhanced Topic Graph Construction. We construct
the sentence-enhanced topic graph within two steps: topic mining
and topic graph construction.

Topic Mining. Following BERTopic [11], we assume sentences
that contain similar semantics have the same topic. Then, we adopt
Infomap [30] to cluster sentence features encoded by BERT-Whitening
[34]. Since Infomap is a clustering method for community mining
in social networks, we treat sentences individually and connect two
sentences according to their semantic similarity. The higher the
semantic similarity between two sentences, the closer their con-
nection. Through optimization, Infomap can automatically cluster
sentences into different groups, which we regard as topics. More-
over, to control the number of topics in a relatively reasonable
range, we filter out groups that contain fewer sentences as well as
the corresponding sentences. Finally, we can obtain all topics and
use T (|T | = 𝑁𝑡 ) to represent them.

Topic Graph Construction. Each review consists of multiple
sentences which are correlated to various topics. To capture user
preferences on various topics, we take topics as intermediates to
connect users and items, which helps align user and item represen-
tations on the topic level. One step further, considering that even
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Figure 2: The architecture of Topic-enhanced Graph Neural Networks.

the same topic can have different polarities when users present
their preferences, we propose to take sentences as edge features to
realize the detailed analysis of topic-level use-item interactions. As
shown in Figure 2 (1), if a user has mentioned a topic in his reviews,
we connect the user node with this topic node. Corresponding
sentences are regarded as edge features.

Specifically, we utilize matrix 𝑪 ∈ {0, 1} (𝑁𝑢+𝑁𝑣 )×𝑁𝑡 to represent
the correlation between users/items and topics. In the topic matrix
𝑪 , if a user or an item has mentioned a topic 𝑡 , then 𝑐𝑎,𝑡 = 1,
where we use subscript 𝑎 to refer a user or an item for simple
notation. Corresponding review sentences are defined as a tensor
𝑺 ∈ S (𝑁𝑢+𝑁𝑣 )×𝑁𝑡×𝐾 , where each element 𝑠𝑎,𝑡,𝑘 represents the 𝑘-th
sentence correlated to the topic 𝑡 of user/item 𝑎. Based on the above
notations, we define the topic graph as G𝑡 =< U∪V∪T , {𝑪, 𝑺} >.

4.1.2 Attentive Graph Encoder for Sentence-enhanced Topic Graph.
In this part, we introduce how to learn node representation from
the sentence-enhanced explicit topic graph. In short, there are two
steps: 1) topic feature learning; 2) topic feature aggregation. Since
similar operations are applied to learn topic-level user and item
representations, we take user representation learning as an example
to introduce the details.

Topic Feature Learning aims at using topic information to
learn node representations. As shown in Figure 2 (1), we leverage
corresponding sentences to make accurate modeling of the interac-
tion between users and topics. Specifically, attention mechanism is
employed to automatically weighted sum-up sentences to represent
the explicit topic feature 𝝎𝑡→𝑖 of topic 𝑡 towards user 𝑢𝑖 :

𝝎𝑡→𝑖 =𝑾
∑︁

𝑠𝑘 ∈S𝑖,𝑡

𝛼∗
𝑘
𝒔𝑘 , (1)

where S𝑖,𝑡 denotes the sentence set in the edge from topic 𝑡 to
user 𝑢𝑖 . 𝒔𝑘 ∈ R𝑑 is the 𝑘-th sentence feature vector encoded by
BERT-Whitening. And𝑾 ∈ R𝑑×𝑑 is a trainable parameter matrix.
𝛼∗
𝑘
is the attention weights indicating the proximity of 𝑠𝑘 to topic 𝑡 .

𝛼∗
𝑘
=

exp(𝒔∗⊤
𝑘

𝒐∗
𝑖,𝑡
)∑

𝑠𝑘 ∈S𝑖,𝑡
exp(𝒔∗⊤

𝑘
𝒐∗
𝑖,𝑡
)
,

𝒐∗𝑖,𝑡 =
∑︁

𝑠𝑘 ∈S𝑖,𝑡

𝒔∗
𝑘
, where 𝒔∗

𝑘
= 𝒘𝑡 ⊙ 𝒔𝑘 ,

(2)

where 𝒘𝑡 ∈ R𝑑 denote the 𝑡-th topic representation and ⊙ repre-
sents Hadamard product.

Topic Feature Aggregation. After learning explicit topic fea-
tures 𝝎𝑡→𝑖 , we next aggregate all related topic features to generate
topic-level user representation. Similarly, we also leverage atten-
tion mechanism to automatically calculate the contribution of each
topic and then aggregate all topic features to generate topic-level
user representation 𝑢𝑡

𝑖
as follows:

𝒖𝑡𝑖 = MLP ©­«
∑︁
𝑡 ∈T𝑖

𝛽∗𝑡→𝑖𝝎𝑡→𝑖
ª®¬ , (3)

where T𝑖 represents the topic neighbor set of user𝑢𝑖 andMLP(·) is a
multi-layer preceptron with GELU activations. 𝛽∗

𝑡→𝑖
is the attention

weight, which is implemented as follows:

𝛽∗𝑡→𝑖 =
exp(𝝎⊤

𝑡→𝑖
𝝎∗
𝑖
)∑

𝑡 ∈T𝑖 exp(𝝎⊤
𝑡→𝑖

𝝎∗
𝑖
)
, where 𝝎∗

𝑖 =
∑︁
𝑡 ∈T𝑖

𝝎𝑡→𝑖 . (4)

Similar operations are also applied to generate topic-level item
representation 𝒗𝑡

𝑗
. Please note that we do not stack multi-layer

graph convolution on the sentence-enhanced topic graph since
the review information is not appropriate for high-order message
passing [33].

4.2 Implicit User Interest Modeling on
Review-enhanced Rating Graph

As mentioned in Section 1, due to the sparsity of user-generated
reviews, it is also very essential to analyze the implicit user-item
interactions (e.g., ratings) for accurate user preference modeling.
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Therefore, we develop a review-enhanced rating graph [33, 37]
and introduce the details in this section. Specifically, this part also
consists of two steps: Review-enhanced Rating Graph Construction
and Relational Graph Encoder for Rating Graph.

4.2.1 Review-enhanced Rating Graph Construction. In a review-
based recommendation system, a user express his preferences for
an item through a numerical rating and a textual review. The rating
behavior could be denoted as a matrix 𝑹 ∈ R𝑁𝑢×𝑁𝑣 , where each
element 𝑟𝑖, 𝑗 ∈ R represents the rating given by user 𝑢𝑖 to item 𝑣 𝑗 .
Following RGCL [33], we define the review behavior as a matrix
𝑬 ∈ E𝑁𝑢×𝑁𝑣 , where each element 𝑒𝑖, 𝑗 ∈ E is the review written by
user 𝑢𝑖 to item 𝑣 𝑗 . Based on the above rating and review behaviors,
we define the rating graph as G𝑟 =< U ∪V, {𝑹, 𝑬} >, with each
edge containing a rating and a review.

4.2.2 Relational Graph Encoder for Review-enhanced Rating Graph.
In order to learn implicit features accurately, we stack 𝐿 graph
convolution layers to capture the high-order collaborative signals.
Moreover, since review information is incorporated for multi-layer
message passing [33], we only introduce review information into
node embeddings at the last layer. Along this line, the message
passing from item 𝑣 𝑗 to user 𝑢𝑖 at the 𝑙-th layer can be formulated
as follows:

𝝁 (𝑙 )
𝑗→𝑖

=



𝜙
(𝑙 )
𝑟𝑖,𝑗

(
𝒆𝑖, 𝑗

)
𝑾 (𝑙 )
𝑟𝑖,𝑗 𝒗

(𝑙−1)
𝑗√︃

|N𝑟
𝑗
| |N𝑟

𝑖
|

, if 𝑙 < 𝐿

𝜙
(𝑙 )
𝑟𝑖,𝑗

(
𝒆𝑖, 𝑗

)
𝑾 (𝑙 )
𝑟𝑖,𝑗 𝒗

(𝑙−1)
𝑗

+ 𝜑
(𝑙 )
𝑟𝑖,𝑗

(
𝒆𝑖, 𝑗

)
MLP𝑟𝑖,𝑗 (𝒆𝑖, 𝑗 )√︃

|N𝑟
𝑗
| |N𝑟

𝑖
|

, if 𝑙 = 𝐿,

(5)
where 𝒗 (𝑙−1)

𝑗
is item 𝑣 𝑗 ’s embedding learned from the (𝑙−1)-th layer.

We take free embeddings as the initial value of node representations.
{𝑾 (𝒍 )

𝒓𝒊,𝒋 |𝑟𝑖, 𝑗 ∈ R} and {MLP𝑟𝑖,𝑗 |𝑟𝑖, 𝑗 ∈ R} are trainable matrices and
multi-layer perceptrons, which map node embeddings and review
embeddings into the same space, respectively. Following RGCL [33],
we also adopt two linear maps 𝜙 (𝑙 )

𝑟𝑖,𝑗 (·) and 𝜑
(𝑙 )
𝑟𝑖,𝑗 (·) with the sigmoid

function to learn two scalar weights from the review feature, which
re-weight the impacts of the neighbor node and review itself on the
central node. N𝑟

𝑗
and N𝑟

𝑖
represent the neighbor set of item 𝑣 𝑗 and

user 𝑢𝑖 in the rating graph G𝑟 . After that, we aggregate learned
information from all neighbors to generate the user representation
𝒖 (𝑙 )
𝑖

at the 𝑙-layer. This process can be formulated as follows:

𝒖 (𝑙 )
𝑖

=𝑾 (𝑙 )
∑︁
𝑣𝑗 ∈N𝑟

𝑖

𝝁 (𝑙 )
𝑗→𝑖

. (6)

After stacking 𝐿 layers with GELU activation function, we trans-
form the results from the last layer as the final implicit user repre-
sentations from the rating graph:

𝒖𝑟𝑖 =𝑾𝒖 (𝐿)
𝑖

, (7)

where𝑾 is the trainable parameter matrix. The implicit item rep-
resentation 𝒗𝑟

𝑗
can be calculated analogously. Note that we use

separate parameter matrices and vectors in the process of user- and
item-specific side message passing and aggregation.

4.3 Integrating Topic and Rating Features For
Explainable Recommendation

For extraction-based explainable recommendation problem, there
are two targets: user-item rating prediction and user-item-sentence
relevance score estimation.

4.3.1 Rating Prediction. With user and item representations learned
from the rating graph, 𝒖𝑟

𝑖
and 𝒗𝑟

𝑗
, we integrate them to obtain in-

teraction features as follows:

𝒉𝑟𝑖, 𝑗 = MLP
( [
𝒖𝑟𝑖 ; 𝒗

𝑟
𝑖

] )
, (8)

where [;] denotes the concatenation operation. We have tried to
introduce the user and item topic representations into the rating de-
coder, however, either concatenation or summing up will decrease
the rating prediction accuracy. We speculate the possible reason
is that the topic graph focuses on modeling explicit topic informa-
tion, which may disturb the original rating information. Therefore,
we incorporate only node representation from the rating graph to
calculate interaction features and predict final ratings. Given the
interaction feature, we predict the target rating as follows:

𝑟𝑖, 𝑗 = 𝒘⊤𝒉𝑟𝑖, 𝑗 , (9)

4.3.2 Sentence Extraction. We assume a convincing recommen-
dation explanation about a user to an item necessarily fits with
her topic preferences, as well as with the received opinions of the
corresponding item. Hence, we can measure the relevance score
between the user, item, and sentence by the user and item topic
features. Moreover, due to the sparsity problem of user-generated
reviews, we incorporate implicit features from the rating graph
to enhance personalized recommendation explanation extraction,
which is different from the above rating prediction process. This
process can be formulated as follows:

𝒉𝑡𝑖, 𝑗 = MLP
( [
𝒖𝑟𝑖 + 𝒖𝑡𝑖 ; 𝒗

𝑟
𝑗 + 𝒗𝑡𝑗

] )
. (10)

After obtaining integrated interaction feature 𝒉𝑡 , we adopt the in-
ner product to measure the relevance score between the interaction
(𝑢𝑖 -𝑣 𝑗 ) and candidate sentences 𝑠𝑘 as follows:

𝑝𝑖, 𝑗,𝑘 = 𝒔⊤
𝑘
(𝒉𝑡𝑖, 𝑗 + 𝒉𝑟𝑖, 𝑗 ). (11)

4.4 Model Optimization
There are two objects in our model: rating prediction and sentence
retrieval. For the rating prediction task, we use Mean Square Error
as the loss function:

L𝑟 =
1
|O|

∑︁
(𝑖, 𝑗 ) ∈O

(𝑟𝑖, 𝑗 − 𝑟𝑖, 𝑗 )2, (12)

where O denotes user-item pairs in the training set and 𝑟𝑖, 𝑗 is the
ground-truth rating. For sentence retrieval task, since our goal is
to select the most relevant sentences from historical reviews, the
pairwise ranking loss is used as the optimization target, which is
the same as most information retrieval tasks do.

L𝑠 = − 1
|𝑂 |

∑︁
(𝑖, 𝑗 ) ∈O

ln𝜎
(
𝒔⊤+

(
𝒉𝑟𝑖, 𝑗 + 𝒉𝑡𝑖, 𝑗

)
− 𝒔⊤−

(
𝒉𝑟𝑖, 𝑗 + 𝒉𝑡𝑖, 𝑗

))
, (13)
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Table 1: Statistics of datasets.

Datasets Clothing CDs_and_vinyl Yelp

#Users 39,387 75,258 52,787
#Items 23,033 64,443 21,560
#Reviews 278,677 1,097,592 633,641
Review Density 0.031% 0.023% 0.060%
#Sentences 915,972 8,384,056 3,930,864
#Topics 557 1,080 738

where 𝒔+ is the positive sentence features corresponding to the
target interactions. 𝒔− is the negative sentence features randomly
sampled from the sentence set S. We combine the rating prediction
loss and sentence ranking loss as the final optimization loss:

L = L𝑟 + L𝑠 . (14)

5 EXPERIMENTS
5.1 Experimental Settings
5.1.1 Datasets. We conduct experiments on three datasets, in-
cluding two datasets from Amazon1 and another one from yelp2.
The Two amazon datasets are from the “Clothing” and “CDs and
Vinyl” domains.We choose the 5-core pre-processed datasets, which
means that each user or item has at least five reviews. All three
datasets contain user interaction records with items, including user
IDs, item IDs, textual reviews, and numerical ratings. The rating
values are integers from one to five. Because the raw Yelp dataset
is too large, we select the records from 2019 to 2021 and keep users
and items with more than ten records. The statistics of these three
datasets are summarized in Table 1.

5.1.2 Implementation Details. We adopt BERT-Whitening [34] to
each review or sentence and encode them into a fixed-size feature
vector. The review and sentence feature vectors will not be updated
during the training stage. The user and item free embeddings are
initialized by the Xavier Uniform method. For simplicity, we set the
size of review/sentence feature vectors and user/item embeddings as
𝑑 = 128. We have tested the number of rating graph encoder layers
from one to three. Moreover, we choose Adam [17] as the optimizer
for the model training. The model is implemented with Deep Graph
Library3 and Pytorch4. At the test stage, given a user-item pair,
we take all the sentences S𝑗 of the target item 𝑣 𝑗 as candidates.
According to the relevance scores inferred from Eq. (11), we select
Top-N sentences the explanation.

5.2 Extractive Explanation
5.2.1 Baselines. For the extractive explanation task, we select
seven baselines to compare with our model.
• IRR: Item Random Review is a baseline that randomly select a
review from the item’s historical reviews.

• IRS: Item Random Sentence randomly selects sentences from
item’s past reviews.

1http://jmcauley.ucsd.edu/data/amazon
2https://www.yelp.com/dataset
3https://www.dgl.ai
4https://pytorch.org

• NARRE [4]: Neural Attentional Rating Regression with Review-
level Explanations is a review-level extractionmethod that adopts
the attention scores to select reviews as explanations.

• ESCOFILT [29]: Extractive Summarization-based Collaborative
Filtering employs cluster technique to extract summary from
item past reviews as explanations.

• CD [21]: Canonical Decomposition is a sentence-level Tensor
Factorization method, which estimates the relevance score as
𝑠𝑖, 𝑗,𝑘 = (𝒖𝑖 ⊙ 𝒗 𝑗 )⊤𝒔𝑘 .

• PITF [21]: Pairwise Interaction Tensor Factorization measure
the relevance score as: 𝑠𝑖, 𝑗,𝑘 = 𝒖⊤

𝑖
𝒔𝑢
𝑘
+ 𝒗⊤

𝑗
𝒔𝑣
𝑘
, where 𝒔𝑢

𝑘
and 𝒔𝑣

𝑘
are

user-specific and item-specific sentence embeddings. In our ex-
periments, we take the semantic features as sentence embeddings
𝒔𝑢
𝑘
and 𝒔𝑣

𝑘
.

• GREENer [40]: Graph-based Extractive Explainer adopts at-
tribute words as nodes to connect users/items and sentences.
We implement this model by removing the Deep Cross Network
and the integer linear programming parts, because they are very
time-consuming on large datasets.

5.2.2 Evaluation Metric. The explanation sentences are selected
from the corresponding item’s historical reviews in the training
set. We take Top-5 and Top-10 extracted sentences as explanation
results and calculate BLEU_1, BLEU_2, BLEU_4, ROUGE_1_F,
ROUGE_2_F and ROUGE_L_F to automatically measure word-
level overlapping between extractive explanations and the real re-
views. Specifically, BLEUmeasures howmany explanation words or
segments appear in real reviews. And Rouge metric calculates how
many real review words or segments appear in the extractive expla-
nations. Following EXTRA [21], we also employ ranking-oriented
metrics: Normalized Discounted Cumulative Gain (NDCG), Preci-
sion (Pre), Recall (Rec) and F1 to evaluate the ranking performance
of real sentences.

5.2.3 Overall Performance. Table 2 reports the extractive expla-
nation performance comparison. According to the results, we ob-
tain the following conclusions: First, our proposed model gener-
ally outperforms other baselines on all datasets with most metrics,
which demonstrates the importance of joint modeling explicit topic
and rating behavior for the extractive explanation. Our proposed
sentence-enhanced topic graph accurately models the relationship
between the user, item, topic, and sentences. This is the reason why
our model could reach stable improvement than GREENer. Sec-
ond, review-level explanation NARRE achieves better performance
than IRR. This phenomenon demonstrates the effectiveness of the
attention mechanism for the explanation. However, the review-
level extraction limits NARRE to extracting effective explanations
from the training set. And the attention mechanism is not directly
optimized for the explanation purpose. Therefore, NARRE has a
big performance gap with sentence-level methods. Moreover, the
summarization-based method ESCOFIT takes a historical review
summary as an explanation. Thus it does not optimize for the
personalized explanation and performs much worse than NARRE
except on ROUGE_2_F metrics. We speculate that ESCOFILT’s
anomalous performance on the ROUGE_2_F metric is due to the
more diverse explanation provided by the summary technique.
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Table 2: Extractive explanation performance comparison in terms of text overlapping (BLEU and ROUGE) and sentence ranking
(Pre, Rec, F1, NDCG).

Methods Text Overlapping Sentence Ranking
BLEU_1 BLEU_2 BLEU_4 ROUGE_1_F ROUGE_2_F ROUGE_L_F Pre Rec F1 NDCG

Clothing
IRR 15.84% 4.75% 0.99% 19.22% 1.64% 17.16% - - - -
NARRE 18.11% 5.66% 1.05% 20.42% 1.89% 18.23% - - - -
ESCOFIT 11.91% 4.10% 1.15% 18.56% 1.96% 16.38% - - - -

Top-5

IRS 19.06% 5.87% 1.05% 21.14% 1.96% 18.62% 0.0828 0.1271 0.0947 0.0818
CD 18.74% 5.69% 1.03% 20.67% 1.91% 18.08% 0.0785 0.1230 0.0910 0.1929
PITF 19.14% 6.20% 1.10% 21.70% 2.30% 18.93% 0.0599 0.1031 0.0713 0.1500
GREENer 19.31% 6.45% 1.10% 21.94% 2.32% 18.99% 0.0933 0.1412 0.1007 0.2372
TGNN 19.66%** 6.62%** 1.18%** 22.38%** 2.56%** 19.55%** 0.1208** 0.2137** 0.1450** 0.2980**

Top-10

IRS 15.11% 5.23% 0.84% 20.24% 2.20% 18.00% 0.0780 0.2213 0.1102 0.2407
CD 15.12% 5.22% 0.84% 20.26% 2.21% 18.00% 0.0781 0.2208 0.1103 0.2401
PITF 14.41% 5.32% 0.86% 20.72% 2.53% 18.43% 0.0661 0.2158 0.0969 0.2110
GREENer 14.01% 5.27% 0.88% 20.93% 2.56% 18.52% 0.0819 0.2438 0.1172 0.2502
TGNN 14.28%** 5.44%** 0.89%* 21.08%** 2.71%** 18.76%** 0.0989** 0.3307** 0.1458** 0.3244**

CDs_and_Vinyl
IRR 15.76% 5.26% 0.84% 19.11% 2.27% 17.18% - - - -
NARRE 16.03% 6.18% 0.92% 20.13% 2.31% 17.56% - - - -
ESCOFIT 14.21% 4.50% 0.67% 18.60% 2.93% 15.23% - - - -

Top-5

IRS 14.58% 4.36% 0.72% 19.59% 2.06% 17.33% 0.0595 0.0431 0.0450 0.1448
CD 16.59% 5.37% 0.93% 20.58% 2.55% 18.01% 0.0725 0.0571 0.0570 0.1713
PITF 17.34% 6.03% 1.02% 21.65% 3.03% 18.93% 0.1013 0.0832 0.0803 0.2234
GREENer 16.92% 6.07% 0.92% 21.33% 2.92% 18.91% 0.0635 0.0587 0.0581 0.1656
TGNN 17.76%** 6.09% 1.07%** 21.87%** 2.97%* 19.03%** 0.1187** 0.1069** 0.0985** 0.2621**

Top-10

IRS 20.53% 7.05% 1.03% 21.13% 2.71% 18.83% 0.0623 0.0594 0.0532 0.1627
CD 21.52% 7.78% 1.23% 21.72% 3.10% 19.20% 0.0695 0.1067 0.0761 0.2108
PITF 21.78% 8.24% 1.40% 22.47% 3.48% 19.86% 0.0883 0.1389 0.0970 0.2565
GREENer 21.31% 7.48 % 1.06% 21.06% 3.05% 19.21% 0.0627 0.0973 0.0742 0.2015
TGNN 22.34%* 8.37%** 1.36%* 22.83%** 3.48% 20.11%** 0.1052** 0.1786** 0.1187** 0.2966**

Yelp
IRR 16.08% 5.36% 1.19% 18.68% 2.12% 17.13% - - - -
NARRE 16.30% 5.42% 1.27% 18.92% 2.25% 17.29% - - - -
ESCOFIT 14.34% 4.39% 1.02% 18.01% 2.31% 16.47% - - - -

Top-5

IRS 16.61% 4.94% 1.01% 19.59% 1.95% 17.73% 0.0377 0.0297 0.0305 0.0977
CD 16.24% 4.68% 0.79% 18.79% 1.66% 16.90% 0.0538 0.0489 0.0467 0.1390
PITF 17.62% 5.80% 0.93% 20.23% 2.13% 18.18% 0.0570 0.0540 0.0500 0.1536
GREENer 16.54% 5.16% 0.83% 19.47% 1.96% 17.50% 0.0612 0.0487 0.4580 0.1387
TGNN 18.44%* 5.89%** 1.00% 20.54%** 2.30%** 18.33%** 0.0797** 0.0764** 0.0705** 0.2014**

Top-10

IRS 21.08% 7.31% 1.35% 21.11% 2.61% 19.23% 0.0376 0.0591 0.0425 0.1338
CD 20.11% 6.66% 0.93% 20.41% 2.17% 18.48% 0.0477 0.0824 0.0560 0.1702
PITF 20.32% 7.06% 1.16% 21.30% 2.65% 19.18% 0.0498 0.0908 0.0591 0.1885
GREENer 20.88% 6.91% 1.04% 21.17% 2.56% 18.75% 0.0411 0.0685 0.0537 0.1759
TGNN 21.38%** 7.52%** 1.13%** 21.91%** 2.74%** 19.68%** 0.0716** 0.1196** 0.0822** 0.2364**

The best results are highlighted in bold font and the second-best results are marked by underline font. * and ** represent the statistical significance for p <
0.05 and p < 0.01, respectively, compared to the best baseline.

5.2.4 Ablation Study. We conduct an ablation study to further
check the effectiveness of joint modeling topics and rating behav-
iors. We design two variants by removing the topic graph or rating
graph from our model, denoted as “TGNNw/o TG” and “TGNNw/o
RG” respectively. Then, we compare these two variants with our
proposed TGNN on Yelp dataset in terms of text overlapping and
sentence ranking metric. From Table 3, we can observe that remov-
ing either the topic graph or the rating graph will significantly

reduce the explanation quality. The rating graph helps learn high-
order collaborative signals, while the topic graph aims at capturing
user preferences on the topic level. This ablation study verifies the
importance of combining rating and topic information for recom-
mendation explanation extraction.

5.2.5 Topic Modeling Performance. As mentioned in previous sec-
tions, introducing topic information from reviews are key charac-
teristic of our proposed model, which could extract explanations
from the corpus more precisely. Therefore, we continue to explore
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Table 3: Ablation analysis on Yelp dataset.

Methods Text Overlapping Sentence Ranking
BLEU_1 BLEU_2 BLEU_4 ROUGE_1_F ROUGE_2_F ROUGE_L_F Pre Rec F1 NDCG

Top-5
TGNN 18.44% 5.89% 1.00% 20.54% 2.30% 18.33% 0.0797 0.0764 0.0705 0.2014
TGNN w/o TG 17.82% 5.71% 0.98% 20.05% 2.24% 17.96% 0.0578 0.0562 0.0514 0.1524
TGNN w/o RG 17.89% 5.72% 0.98% 20.15% 2.26% 18.01% 0.0593 0.0569 0.0525 0.1554

Top-10
TGNN 21.38% 7.52% 1.13% 21.91% 2.74% 19.68% 0.0716 0.1196 0.0822 0.2364
TGNN w/o TG 20.90% 7.51% 1.12% 21.41% 2.62% 19.25% 0.0528 0.0989 0.0633 0.1917
TGNN w/o RG 21.07% 7.31% 1.13% 21.60% 2.74% 19.47% 0.0543 0.1007 0.0650 0.1958

Table 4: List of representative sentences for two inferred top-
ics in Amazon Clothing dataset. The topic names are manu-
ally inferred by the corresponding sentences.

Topic Representative Sentences

Fitness

1. They have good arch support.
2. The arch support is very good.
3. These have great arch support.
4. The arch support is fantastic.
5. They are very comfortable and have good arch support

Delivery

1. Delivery was fast and arrived before expected.
2. It arrived three weeks before the estimated delivery date.
3. The package was delivered even sooner than expected.
4. It arrived quicker than expected.
5. It arrived earlier than expect.

topic modeling to verify the effectiveness of the topic graph and
better demonstrate the superiority of extractive explanations. We
give a detailed analysis of topic modeling from three aspects: the
representative topic sentences, the topic-level accuracy of explanations,
and Case Study of explanation results.

The Representative Topic Sentences. To give an intuitive
exhibition of the extracted topics from reviews, we list five repre-
sentative sentences for two topics in the Clothing dataset in Table 4.
From the result, we can observe that the representative sentences do
reflect specific and meaningful topics, which are helpful for describ-
ing item attributes in different domains. For example, the sentences
talking about “good arch support” or “comfortable” reflect the user
preferences about the shoe item in the fitness attribution. Through
these fine-grained semantics, our model could better capture the
detailed user preferences and item attributes and thus can extract
explanation sentences more accurately.

Topic-level accuracy of explanation. To further investigate
whether the explanations extracted by our model cover topics more
accurately, we measure the topic accuracy metric (Precision, Re-
call, and F1) between extracted explanation and the corresponding
real reviews. From the evaluation result in Table 5, we can observe
that our proposed model significantly outperforms baselines. This
phenomenon confirms that our model reaches better text overlap-
ping performance than baselines due to the ability to capture user
preferences on topics more accurately.

Case Study. We exhibit two groups of case studies to compare
the explanation result extracted by our proposed model and other
baselines in Table 6. We manually highlight words that reflect the
topics. From the result, we can observe that the PITF can extract
explanations covering some topics that appear in the ground truth.
However, it does not fare as well as our proposed model. For in-
stance, in the first case, our model covers the “service”, detailed “

Table 5: Explanation comparison of topic-level accuracy.

Method Top-5 Top-10
Pre Rec F1 Pre Rec F1

CDs_and_Vinyl
IRS 0.1108 0.1109 0.1138 0.1083 0.1378 0.1267
CD 0.1170 0.1273 0.1215 0.1173 0.1883 0.1679
PITF 0.1235 0.1304 0.1407 0.1123 0.1976 0.1781
GREENer 0.1143 0.1273 0.1238 0.1102 0.1776 0.1635
TGNN 0.1472 0.1968 0.1575 0.1294 0.2353 0.1981

Yelp
IRS 0.1875 0.1632 0.1753 0.1303 0.1957 0.1572
CD 0.1912 0.1980 0.1905 0.1574 0.2218 0.1609
PITF 0.1989 0.2002 0.2031 0.1671 0.2463 0.1883
GREENer 0.1892 0.1870 0.1844 0.1497 0.2038 0.1603
TGNN 0.2062 0.2342 0.2112 0.1791 0.2641 0.1936

sandwich food and beer”, and “atmosphere” topics that appear in
the ground truth while PITF ignores the “good customer service”
and specific “sandwich” food. Thanks to the coverage of the accu-
rate topics, the explanation extracted by our model could better
meet user preference and reach better explanation performance.

5.3 Rating Prediction
5.3.1 Baselines. We compare our proposed TGNN with conven-
tional CF-based models, review-based models, and state-of-the-art
approaches, including (1) matrix factorization model, SVD [19]; (2)
Neural Collaborative Filtering that captures the non-linear interac-
tion between user and item latent factors, NCF [12]; (3) deep learn-
ing based solutions with reviews, DeepCoNN [48], NARRE [4],
DAML [24],TransNets [3] andESCOFILT [29]; (4) graph-enhanced
models, GC-MC [37] and RGCL [33].

5.3.2 Overall Performance. Table 7 reports the rating prediction
performance in terms of Mean Square Error on three datasets. Ac-
cording to the results, we can obtain the following observation:
First of all, the review-based models (Table 7 (3)-(7)) achieve bet-
ter performance than traditional free-embedding-based methods
(Table 7 (1)-(2)), which demonstrates the effectiveness of review in-
formation for rating prediction task. Secondly, rational graph-based
baselines (Table 7 (8)-(9)) model the rating behavior in the user-item
bipartite graph, thus achieving better performance than other base-
lines. Moreover, we can notice that RGCL does not always perform
better than GC-MC on all datasets, even if it incorporates review
contents. This reason is the multi-layer GC-MC can leverage more
higher-order neighbor information than one-layer RGCL. There-
fore, we perform detailed performance comparisons according to
different layers in Section 5.3.3. Third, our proposed TGNN achieves
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Table 6: Example explanations extracted by several selected
methods.

Yelp
Ground
Truth

... We had great beer the awesomest corn appetizer,
wiener, tri tip and chicken sandwich entrees and felt
they treated us like royalty . If you are in the mood of
good meat and a fun environment .

NARRE ... The beef is of the highest quality ... The Fries are some
of the best ...

PITF They have great beer and food ... this place still offers
happy hour.

GREENer The beer is good and the wings are the bomb. our visit was
last year ...

TGNN The customer service is incredible everyone’s very
sweet ... the spiked horchata and tri tip sandwich is
incredible .... Love the atmosphere ... All around great
place to grab good food and good beer.

Clothing
Ground
Truth

These ankle boots fit perfectly ... I love the thick heel
since I’m clumsy, they giveme height but are not so high
that I’m wobbly . The boots look funky and unique

NARRE ... the angle of the heel makes it feel higher ...
PITF These are high quality, very attractive boots. They are so

comfortable to wear...
GREENer For dresses or jeans suits my style ... easy to take arch

support. ... very attractive boots .
TGNN ... had no issues with comfort-even dancing for several

hours. The heel is not too high, just high enough to
make them sexy .

Table 7: Rating prediction results in terms of MSE.

Methods Clothing CDs_and_Vinly Yelp
(1) SVD 1.1167 0.8662 1.1649
(2) NCF 1.1094 0.8781 1.1548
(3) DeepCoNN 1.1184 0.8621 1.1503
(4) TransNets 1.1141 0.8440 1.1491
(5) NARRE 1.1064 0.8495 1.1534
(6) ESCOFILT 1.1174 0.8633 1.1478
(7) DAML 1.1065 0.8483 1.1519
(8) GC-MC 1.0951 0.8155 1.1257
(9) RGCL 1.0858 0.8180 1.1183
(10) TGNN 1.0847* 0.8021** 1.1132**
(11) TGNN w/o Ex 1.0913 0.8130 1.1216
(12) TGNN w/ Topic 1.1283 0.8532 1.1532

* and ** represent the statistical significance for p < 0.05 and p < 0.01, respectively,
compared to the best baseline.

better performance than all baselines. TGNN takes advantage of
high-order collaborative signal and fine-grained review informa-
tion, thus achieving better user and item representation learning.
Moreover, the ablation study Table 7(11), a variant without expla-
nation extraction, has an apparent performance decrease, which
confirms that the explanation extraction task has an enhancing
effect on the rating prediction task. Another variant Table 7(12) is
adding the topic interaction feature 𝒉𝑡

𝑖, 𝑗
to 𝒉𝑟

𝑖, 𝑗
for rating prediction.

The large performance decrease indicates that our current explicit
topic features are improper for rating prediction performance.

Table 8: Rating prediction performance comparison at dif-
ferent layers.

#Layers Methods Clothing CDs_and_Vinly Yelp

1 Layer
GC-MC 1.1006 0.8322 1.1259
RGCL 1.0858 0.8180 1.1183
TGNN 1.0868 0.8194 1.1206

2 layers
GC-MC 1.0951 0.8155 1.1257
RGCL 1.0937 0.8231 1.1223
TGNN 1.0847* 0.8021** 1.1132**

3 layers
GC-MC 1.0975 0.8281 1.1445
RGCL 1.1064 0.8296 1.1462
TGNN 1.0925 0.8163 1.1376

5.3.3 Performance Comparison According to Different Layers. We
perform a detailed comparison with GC-MC and RGCL recording
to the performance at different layers (1 to 3) in Table 8. We can
derive the main conclusions as follows. First, GC-MC has better
performance at layer two than other layers. The two-layer GC-MC
incorporate more appropriate high-order collaborative signals, thus
reaching better performance. But three-layer GC-MC introduces
more noisy nodes to representation learning, thus the performance
slightly decreases. Second, RGCL can not capture the high-order
signals and only perform best at the one-layer setting. The key rea-
son is the review contents are inappropriate for high-order message
passing in user and item representation learning. We decomposes
user and item representations into high-order signals and review
contents. Hence, TGNN can take both advantages of them, thus
achieving the minimum rating prediction error.

6 CONCLUSION
In this paper, we proposed to exploit topic information for boosting
the usage of review information, and presented a newly designed
TGNN to achieve explicit and implicit analysis of review informa-
tion and improve the performance of extraction-based explainable
recommendations, simultaneously. Specifically, we extracted topics
from reviews according to sentence semantics and then devised a
sentence-enhanced topic graph, where topics serve as intermediate
nodes between users and items. Therefore, user preference could
be well modeled explicitly at the topic level. Meanwhile, with the
consideration of the sparsity problem of user-generated reviews,
we constructed a review-enhanced rating graph to implicitly model
user preference. After obtaining feature representations from the
sentence-enhanced topic graph and review-enhanced rating graph,
we integrated them for final rating prediction and recommenda-
tion explanation extraction. Finally, extensive experiments on three
large datasets demonstrated the effectiveness and the superiority
of our proposed TGNN.
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