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Hyperbolic Graph Learning for Social
Recommendation

Yonghui Yang , Le Wu , Member, IEEE, Kun Zhang , Richang Hong , Senior Member, IEEE, Hailin Zhou ,
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Abstract—Social recommendation provides an auxiliary social
network structure to enhance recommendation performances. By
formulating user-user social network and user-item interaction
graph, modern social recommendation architecture is built on
learning user and item embeddings into Euclidean space with
graph convolution operations. However, the Euclidean space suf-
fers structure distortion when representing the nature power-law
distribution of graphs, leading to sub-optimal results for graph
based social recommendation. Recently, some studies have explored
the alternative of graph embedding learning into hyperbolic space,
which can preserve the hierarchy of real-world graphs. However,
directly applying current hyperbolic graph embedding models for
social recommendation is non-trivial as two challenges: network
heterogeneity and social diffusion noise. First, due to the semantic
gap existing between social networks and user-item interactions,
how to tackle the heterogeneity issue of social recommendation
under hyperbolic formulation? Second, explicit modeling of so-
cial diffusion easily introduces noise for user preference learning,
especially for those active users with amounts of interactions. To
tackle the above challenges, in this paper, we propose a Hyper-
bolic Graph Learning based Social Recommendation (HGSR) model.
First, we exploit social structure with hyperbolic social embedding
pre-training, which could preserve the hierarchical properties of
social networks. Second, we construct the heterogeneous graph
based on user-item interactions and social networks, then treat the
pre-trained social embeddings as an additional feature input for
user preference learning. Such that, we combine explicit hetero-
geneous graph learning and implicit feature enhancement for the
hyperbolic social recommendation, which can well tackle hetero-
geneity and social noise issues. We conduct empirical studies on four
datasets, and extensive experiments demonstrate the effectiveness
of our proposed model compared to state-of-the-art baselines.

Index Terms—Hyperbolic graph learning, recommender
systems, social recommendation.

Manuscript received 24 November 2022; revised 17 November 2023; accepted
6 December 2023. Date of publication 15 December 2023; date of current version
13 November 2024. This work was supported in part by the National Key
Research and Development Program of China under Grant 2021ZD0111802,
in part by the National Natural Science Foundation of China under Grants
U23B2031, 721881011, 61932009, 62376086, and U22A2094, and in part by
the CCF-AFSG Research Fund under Grant CCF-AFSG RF20210006. Recom-
mended for acceptance by Wei Zhao. (Corresponding author: Le Wu.)

Yonghui Yang, Le Wu, Kun Zhang, Richang Hong, and Meng Wang are
with the School of Computer and Information, Hefei University of Technol-
ogy, Hefei 230009, China (e-mail: yyh.hfut@gmail.com; lewu.ustc@gmail.
com; kunzhang1028@gmail.com; hongrc.hfut@gmail.com; eric.mengwang@
gmail.com).

Hailin Zhou is with the IVY MOBIL, Shenzhen 518055, China (e-mail:
harry@ivymobile.com).

Zhiqiang Zhang and Jun Zhou are with the Ant Group, Hangzhou 310058,
China (e-mail: lingyao.zzq@antfin.com; zhoujun@antfin.com).

We release the source code at: https://github.com/yimutianyang/HGSR.
Digital Object Identifier 10.1109/TKDE.2023.3343402

I. INTRODUCTION

R ECOMMENDER systems provide personalized sugges-
tions by modeling users’ preferences. As one of the basic

paradigms, Collaborative Filtering (CF) has been widely de-
ployed in recommendation systems, which learn users’ unknown
preferences based on user-item historical interactions [13], [33],
[35]. Despite the wide applicability, the performance of CF is
still far from satisfactory due to the limited user interaction data.
With the ubiquitous social networks, social recommendation has
emerged as an important research technique for personalized
services. Social recommendation utilizes the additional user-
user social networks to alleviate interaction data sparsity and
improve recommendation performances [9], [38]. The underly-
ing rationale is that users are influenced by their corresponding
ego-centric social network, such that socially connected users
have similar preferences [1].

Following the theory of social homogeneity and social in-
fluence [1], [2], [56], early works usually focus on first-order
social connections, such as designing social regularization [26]
or modeling social neighbor influence [9]. Recently, inspired
by the great representation ability of graph neural networks,
graph-based recommendation methods have achieved state-of-
the-art performances [11], [42], [45]. Graph-based CF methods
iteratively update user and item representations by propagating
the collaborative signals with graph convolutions [5], [11], [42],
[51]. Extending CF models, graph-based social recommenda-
tions enhance representations from both the social diffusion
and interest propagation [6], [44], [45], [55]. E.g., DiffNet++
proposes to learn user representations by attentively aggregating
neighbors from both social network and user-item interaction
graph [44].

Despite the performance improvement, we argue that cur-
rent graph-based social recommendation models are still far
from satisfactory. The reason is that all the above graph-based
recommendation models embed nodes into Euclidean space
with Graph Convolutional Networks(GCNs) [11], [44], while
neglecting the geometry properties hidden in graphs. As well
recognized by sociologists, real-world graphs exhibit the power-
law distribution [30]. For example, we illustrate the node de-
gree distribution of a real-world social recommendation dataset
Epinions in Fig. 1(a)–(c), and the detailed statistics of Epinions
are described in Table IV. As shown in this Fig, the degree
distribution of nodes from the social graph and that of the user-
item bipartite graph all show the power-law distribution. The
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Fig. 1. (a)–(c): Illustration of the degree distribution of user-user social network, and user-item interaction graph on Epinions dataset. (d): Two-dimensional
hyperbolic space visualization.

power-law distribution is a consequence of tree-like hierarchical
organization, showing that a small group of nodes organized
in a hierarchical manner into increasingly large groups [28],
[31]. By modeling the graph structure into Euclidean space,
the volume inside a Euclidean ball with a radius r only grows
quadratically (i.e., the area of the sphere is πr2), which leads to
high structure distortion for embedding representation.

In contrast to Euclidean space, hyperbolic geometry has an
area that is exponential with radius r, which provides a nice
alternative to model underlying hierarchical structure data [8],
[18], [28]. As illustrated in Fig. 1(d), each node is represented
with a blue dot in the two-dimensional hyperbolic space. As
the radius r increases, the capacity of the nodes increases
exponentially. Then, the tree-structured hierarchical property
of node distributions can be well embedded in the hyperbolic
space. Recently, researchers propose to model graph-based rec-
ommendations with hyperbolic geometry [20], [36], [39], [49],
[50]. These models combine the complementary advantage of
the expressiveness of GCNs and the hyperbolic geometry of
node representation, showing better performance than purely
graph embedding learning in the Euclidean space. In this paper,
we study the problem of hyperbolic graph learning for social
recommendation, which is non-trivial due to the following two
challenges. First, due to the semantic gap existing between
social networks and user-item interactions, how to tackle the
heterogeneity issue of social recommendation under hyperbolic
formulation? Besides, explicit modeling of social influence with
graph convolution easily introduces noise for preference learn-
ing, especially for those active users with amounts of interac-
tions.

In this paper, we propose a Hyperbolic Graph Learning based
Social Recommendation (HGSR) model to tackle heterogeneity
and social noise for the hyperbolic social recommendation.
Technically, HGSR consists of two main stages: hyperbolic
social pre-training and hyperbolic preference learning. Specif-
ically, we first exploit social structure properties through a
hyperbolic social pre-training module, which is optimized to re-
construct social networks. The hyperbolic social pre-training is
designed to preserve the social hierarchical properties. Second,
we design a social pre-training enhanced hyperbolic hetero-
geneous graph learning module, that formulates users’ social
network and user-item interactions as a heterogeneous graph,
then treats the pre-trained social embeddings as an additional
feature input for graph learning. Such that, we combine explicit

heterogeneous graph learning and implicit feature enhancement
to tackle the heterogeneity and social noise issues in hyperbolic
social recommendation. We conduct experiments on four pub-
lic datasets, extensive experimental results show that our pro-
posed HGSR can significantly improve recommendation perfor-
mances. Our main contributions can be summarized as follows:
� We formulate the social recommendation task under

hyperbolic space learning, and propose a novel Hy-
perbolic Graph Learning based Social Recommenda-
tion (HGSR) model.

� We design a hyperbolic social pre-training module to pre-
serve the social structure as features, and tackle the social
recommendation from both explicit heterogeneous graph
learning and implicit feature enhancement.

� Extensive experimental results on four real-world datasets
clearly demonstrate the effectiveness of the proposed
HGSR model, including high performance, generalization
of the pre-trained feature, and applicability to various spar-
sity users.

II. PRELIMINARIES

A. Hyperbolic Social Recommendation

Problem Statement: In a social recommendation platform,
there are two kinds of entities: a user set U (|U |=M ) and an
item set V (|V |=N ). Two kinds of behaviors are available in
this scenario: user-item interactions and user-user social connec-
tions. Considering the most common recommendation scenarios
are implicit feedback (such as click, like and purchase), we
use R ∈ RM×N to denote user-item interaction matrix, where
rai=1 if user a interacts with item i, otherwise it equals 0.
Besides, user-user social network is denoted by S ∈ RM×M ,
where sba=1 if user a follows user b, otherwise it equals
0. Given the user-item interaction matrix R ∈ RM×N and
user-user social network S ∈ RM×M . The goal of hyperbolic
graph based social recommendation is to predict users’ unknown
preferences: R̂ = f(R,S), where the function f(·) learned in
hyperbolic space. The main notations are summarized in Table I.

Schema Illustration: As illustrated in Fig. 2, we first de-
scribe the schema of the proposed hyperbolic social recom-
mendation from implicit and explicit modeling. The left is the
implicit modeling process, given user-user social matrix S as
input, we first use hyperbolic GNNs to pretrain social embed-
dings: P = HPre(S), where HPre(·) denotes the hyperbolic
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Fig. 2. Flow chart of hyperbolic graph social recommendation with implicit and explicit modeling. (a) Implicit modeling: we design the hyperbolic social
pertaining module to extract social embeddings, then feed social embeddings as an additional feature to enhance recommender; (b) Explicit modeling: we construct
the heterogeneous graph according to social network and interaction matrix, then perform social influence diffusion and interest propagation with hyperbolic graph
learning.

TABLE I
MATHEMATICAL NOTATIONS

pre-training function. Then, the pre-trained social embeddings
can be viewed as additional features to enhance the recom-
mender. The right is the explicit modeling process, given user-
user social matrix S and user-item interaction matrix R, we
formulate these two kinds of behavior data as a heterogeneous
graph G = {U ∪ V ,S,R}. Borrowing the strength of capturing
the hierarchical structure of hyperbolic learning [36], we model
the interest propagation and social influence diffusion process by
hyperbolic heterogeneous graph learning. In this work, we argue
that single implicit or explicit modeling is inefficient for social
recommendation. First, implicit modeling extracts general social
features to preserve the social structure, while failing to capture
the hidden recommendation patterns like user-user-item. Sec-
ond, explicit graph diffusion modeling assumes that each social
neighbor contributes to the user’s interaction behavior. Although
social information can supplement the sparse interactions, social
diffusion usually disturbs active users’ preference learning [45],
which can also be verified in our experiments (Section IV-C).
To this end, we combine implicit and explicit modelings, and

propose HGSR for social recommendation. Next, we introduce
the basic hyperbolic formulation in this paper.

B. Lorentz Formulation

Due to the high efficiency and stability, we select the Lorentz
formulation to learn hyperbolic embeddings [29]. Here, we give
a brief introduction to the correlated definitions and properties
of the used Lorentz formulation.

Hyperbolic Manifold and (Euclidean) Tangent Space: Hyper-
bolic space is defined as a Riemannian manifold Hd

k, where d is
the space dimension and k is the curvature parameter (curvature
c = −1/k)

Hd
k = {x ∈ Rd+1 : 〈x,x〉L = −k,x0 > 0}, (1)

where 〈, 〉L denotes Lorentz inner product, which is defined as

〈x,y〉L = −x0y0 +

d∑
i=1

xiyi. (2)

Furthermore, given an original point o ∈ Hd
k, we can define

the corresponding tangent space (Euclidean space) ToHd
k as the

first-order approximation of Hd
k around point x

ToHd
k = {v ∈ Rd+1 : 〈v,o〉L = 0}. (3)

Hyperbolic Distance and Mapping Function: Given any point
pair x,y in hyperbolic space Hd

k, the distance is computed as
follows:

dL(x,y) =
√
karcosh

(
−〈x,y〉L

k

)
. (4)

After defining hyperbolic space Hd
k and tangent space ToHd

k, we
next introduce the mapping functions between these two spaces.
Specifically, the exponential and the logarithmic map function to
map points between tangent space and hyperbolic space, which
is defined as follows:

expx(v) = cosh

(
||v||L√

k

)
x+

√
ksinh

(
||v||L√

k

)
v

||v||L
,

(5)
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Fig. 3. Overall framework of our proposed HGSR model, which consists of two modules. The upper part is the hyperbolic social pre-training module and the
bottom part is the hyperbolic preference learning module.

where ||v||L =
√

〈v,v〉L is the Lorentz normalization ofv. The
expx(∗) operation maps point from tangent space to hyperbolic
space. Correspondingly, the logx(∗) operation maps point from
hyperbolic space to tangent space

logx (y) =
√
karcosh

(
−〈x,y〉L

k

)
y + 1

k 〈x,y〉Lx
||y + 1

k 〈x,y〉Lx||
. (6)

In this paper, we refer existing hyperbolic recommendation
works [36], [49], [50], set a fixed curvature to −1 (k = 1), and
select o = [−1, 0, 0, . . ., 0] as the original point for inference.

III. METHODOLOGY

In this section, we introduce our proposed Hyperbolic Graph
Learning based Social Recommendation (HGSR) method. We
first present the overall architecture, followed by the specifica-
tion of each module. After that, we present the objective function
for model optimization. Finally, we discuss our model from
space and time complexity, respectively.

A. Overall Architecture

As illustrated in Fig. 3, our model consists of two modules:
hyperbolic social pre-training module and hyperbolic preference
learning module. Among them, social pre-training module aims
to extract general social features, that fully preserve social
structure in hyperbolic space. After that, the hyperbolic pref-
erence learning module further combines the pre-trained social
embeddings and heterogeneous graph structure to learn better
user and item representations for recommendation. Combining
implicit social feature enhancement and explicit heterogeneous
graph learning, HGSR can make full use of social networks to
enhance recommendation performances.

B. Hyperbolic Social Pre-Training Module

To fully exploit social network with hierarchical properties,
we design a hyperbolic social pre-training module to extract
social embeddings. As illustrated in the upper part of Fig. 3, there
are three components of hyperbolic social pre-training module:
social embedding initialization, hyperbolic social encoder, and
social link optimization.

1) Social Embedding Initialization: We first initialize user
embeddings in hyperbolic space with a hyperbolic Gaussian
sampling method [36], [49]. Let PE ∈ RM×d denote user em-
beddings in Euclidean space. Given the pre-defined original
point o = [−1, 0, 0, . . ., 0], we have the corresponding user em-
beddings Z0 = [0,PE ] in tangent space. Then, the initialized
hyperbolic social embeddings P0 are defined as follows:

P0 = expo(Z
0). (7)

2) Hyperbolic Social Graph Encoder: After initializing user
embeddings in social networks, the hyperbolic social encoder
is designed to model the high-order social influence diffusion
process for user embedding learning. There are two steps in
this encoder: social diffusion and embedding readout, we first
introduce the social diffusion process. As the mean aggregation
does not have closed form solution in hyperbolic space [4], [7],
we need first map hyperbolic embeddings into tangent space,
then perform social propagation on tangent space. Specifically,
for user a, given her embeddings zla in lth convolution layer, the
corresponding embeddings zl+1

a in (l + 1)th convolution layer
is updated by

zl+1
a = zla +

∑
b∈Sa

1

|Sa|
zlb, (8)

where Sa denotes social neighbors who a follows, and |Sa|
denotes the number of social neighbors. After L social graph
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convolution layers, we obtain L+ 1 user embedding matrices
[Z0,Z1, . . .,ZL], then use sum-pooling strategy to fuse the
high-order social information

Z =

L∑
l=1

Zl. (9)

Following the existing hyperbolic graph recommendation
works [36], [49], we discard 0th user embeddings, which means
that user representations only rely on the corresponding one-
skip neighbors and high-order neighbors. Then, we project the
learned user embeddings from tangent space back to hyperbolic
space

P = expo(Z), (10)

where P denotes the final hyperbolic social embeddings, which
will be used for social link prediction.

3) Social Link Prediction: After obtaining hyperbolic social
embeddings P, as shown the upper part in Fig. 3, we apply
hyperbolic distance function dL to infer the propensity score
ŝab that user a links with user b

ŝab =
1

d2L(pa,pb)
. (11)

We employ the adaptive margin loss function for optimiza-
tion [49], which is described as follows:

Ls =

M−1∑
u=0

∑
(a,b)∈Ds

u

max(d2L(pu,pa)− d2L(pu,pb) +mua, 0),

(12)

where DS
u = {(a, b)|a ∈ Su∧b 	∈ Su} denotes the pair-wise

training data, and mua is an adaptive margin depending on
positive sample (u, a)

mua = δ(d2L(pu,o) + d2L(pa,o)− d2L(pu,pa)), (13)

where δ(·) is the sigmoid function. We use Riemannian SGD [3]
to optimize the above social reconstruction loss and obtain
the optimal social embeddings. Next, the pre-trained social
embeddings as additional features, are fed into the hyperbolic
preference learning module in an implicit feature enhancement
manner.

C. Hyperbolic Preference Learning Module

With tacking the semantic gap existing between social net-
works and user-item interaction graph, we propose the hy-
perbolic preference learning module based on heterogeneous
graph learning. As illustrated in the bottom part of Fig. 3, we
formulate user-item interactions and social network as a het-
erogeneous graph, and treat the pre-trained social embeddings
as feature input to enhance recommendation performances. As
such, we combine implicit feature enhancement and explicit
graph modeling for preference learning, which can better tackle
heterogeneity and diffusion noise in social recommendation.
Following, we introduce three components of this module:
hyperbolic embedding fusion, hyperbolic heterogeneous graph
learning, and preference prediction.

1) Hyperbolic Embedding Fusion: Same to the hyperbolic
social pre-training module, we first initialize user and item pref-
erence embeddings UE ∈ RM×d,VE ∈ RN×d in Euclidean
space. Then, we project the pre-trained hyperbolic social embed-
dings into tangent space: Z = logo(P). The embedding fusion
process is performed on tangent space

H0 = g(Z, [0,UE ]), (14)

where H0 denotes the fused user embeddings in tangent space,
and g(·) denotes fusion function. We try several fusion strategies
such as MLP, concatenation, pooling, and find sum-pooling is
the most effective. For items, we have their tangent embeddings
Q0 = [0,VE ]. Based on the fused user embeddings and item
embeddings in tangent space, we have the initialized hyperbolic
user and item embeddings U0 = expo(H

0), V0 = expo(Q
0).

2) Hyperbolic Heterogeneous Graph Encoder: Considering
that user preferences are influenced by both social neighbors
and interacted items, we refer to DiffNet++ [44] and encode the
high-order social influence diffusion and user-item propagation
to preference learning. We first project the initialized hyperbolic
user and item embeddings into tangent space H0 and Q0,
then perform neighbor propagation on the heterogeneous graph.
Specifically, for user a and item i, we update their embeddings
hl+1
a ,ql+1

i on (l + 1)th convolution layer as follows:

hl+1
a = hl

a + α
∑
b∈Sa

1

|Sa|
hl
b + (1− α)

∑
j∈Ra

1

|Ra|
ql
j ,

ql+1
i = hl

i +
∑
c∈RT

i

1

|RT
i |

hl
c, (15)

where hl
a and ql

i mean user a and item i embeddings on
lth convolution layer, respectively. Sa and Ra denote user
a’s linked social neighbors and interacted items. RT

i denotes
the sub userset that interact with item i. Besides, we set a
hyper-parameter α to balance social and interest weights when
performing neighbor aggregation for user embedding learning,
the parameter sensitivity was also conducted on experimental
parts. In practice, we find that a simple weighted sum strategy has
a better performance compared with the attention mechanism.
After L convolution layers, we obtain L+ 1 user embedding
matrices [H0,H1, . . .,HL] and L+ 1 item embedding matri-
ces [Q0,Q1, . . .,QL], we use sum-pooling to combine these
embeddings

H =

L∑
l=1

Hl,Q =

L∑
l=1

Ql. (16)

Then, we project the fused tangent embeddings back to hyper-
bolic space to generate the final hyperbolic preference embed-
dings

U = expo(H),V = expo(Q). (17)

3) Preference Prediction: After obtaining the learned hy-
perbolic user and item preference embeddings, we predict the
preference score between user a and item i based on their
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Algorithm 1: Algorithm of HGSR.
Input: User-user social network S, user-item interaction
matrix R;

Output: Parameter Θs = PE in hyperbolic social
pre-training module, Θp = {UE ,VE} in hyperbolic
preference learning module;

1: Random initialize parameter Θs;
2: Hyperbolic social embedding initialization (7);
3: while not converged do
4: Sample a batch of training data for social pre-training;
5: Compute hyperbolic social embeddings with graph

convolutions (8)–(10);
6: Predict social links with (11);
7: Update parameter Θs with (12);
8: end while
9: Random initialize parameter Θp;

10: Hyperbolic embedding fusion with pre-trained social
embeddings (14);

11: while not converged do
12: Sample a batch training data for preference learning;
13: Compute hyperbolic user and item embeddings with

graph convolutions (15)–(17);
14: Predict rating preference with (18);
15: Update parameters Θp with (19);
16: end while
17: Return Θs, Θp.

distance in hyperbolic space

r̂ai =
1

d2L(ua,vi)
. (18)

We use adaptive margin loss for model optimization, which
is proposed in HICF [49]. The margin loss function pulls the
positive samples and pushes the negative samples to the margin,
and the adaptive margin strategy assigns a higher margin to
nodes which close to the root point in hyperbolic space [34].
Specifically, the adaptive margin loss is computed as follows:

Lr =

M−1∑
a=0

∑
(i,j)∈Dr

a

max(d2L(ua,vi)− d2L(ua,vj) +mai, 0),

(19)

where Dr
a = {(i, j)|i ∈ Ra∧j 	∈ Ra} denotes the pair-wise

training data for user a, and mai denotes the adaptive margin
which is learned by the positive pair (a, i)

mai = δ(d2L(ua,o) + d2L(vi,o)− d2L(ua,vi)). (20)

We employ Riemannian SGD to optimize the loss function [3],
[36]. For model training, we try two popular sampling strategies,
random sampling [33] and popularity-based sampling [49]. The
overall model implementation is illustrated in Algorithm 1.

D. Discussion

1) Space Complexity: As illustrated in Algorithm 1, the pa-
rameters of HGSR are composed of two parts: hyperbolic social

TABLE II
RUNNING TIME PER EPOCH OF DIFFERENT MODELS

TABLE III
STATISTICS OF FOUR DATASETS

pre-training parameters Θs = PE and hyperbolic preference
learning parameters Θp = {UE ,VE}. Specifically, our model
needs to learn embeddings of (2M +N)d size, while traditional
collaborative filtering methods (e.g., BPR [33], LightGCN [11])
need (M +N)d size, the additional part is the pre-trained user
social embeddings Md. In general, the user’s social network is
stable and only needs to be pre-trained once, which is convenient
and affordable for recommender systems.

2) Time Complexity: Compared to graph-based social rec-
ommendation models in Euclidean space [11], [44], our model
only spends additional time on space transformation as shown
in (5) and (6). The overall time cost mainly lies in layer-
wise propagation. For the social pre-training module, the layer
propagation consumptions are O(|S+|Lsd), where |S+| and
Ls denote the number of non-zero elements in S and the
number of average social neighbors, respectively. For prefer-
ence learning module, the layer propagation consumptions are
O(|S+|Lsd) +O(|R+|(Lu + Li)d), where |R|+ denotes the
number of non-zero elements in interaction matrixR,Lu andLi

are the number of average interacted users and average interacted
items. Considering the sparse feedback and social connections,
{Ls, Lu, Li} 
 min{M,N}, so the total time complexity is
acceptable in practice. For clarity representing the time com-
plexity of the proposed model, we report the running time per
epoch of several representative methods. We can find that social
recommendation methods (DiffNet++, HGSR) spend more time
than collaborative filterings (LightGCN, HICF). Intuitively, so-
cial recommendation has an additional social diffusion process,
but the time cost is affordable overall. The detailed running times
of different models are illustrated in Table II.

IV. EXPERIMENTS

In this part, we conduct extensive experiments on four public
datasets to demonstrate the effectiveness of our proposed HGSR .
We first introduce the experimental settings, and then report
the overall performance compared to state-of-the-art baselines.
Finally, we investigate each component and give a detailed
analysis of HGSR .
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TABLE IV
COMPARISONS OF ALL METHODS, WITH “R” REPRESENTING INTERACTION

MATRIX INPUT AND“S” REPRESENTING SOCIAL NETWORK INPUT

A. Experimental Settings

1) Datasets: We select four widely used social recommen-
dation datasets: Flickr, Ciao, Epinions, and Dianping. Among
them, Flickr1 is an online image-sharing social platform, and
Dianping2 is a large Chinese location-based social platform.
Ciao3 and Epinions4 are two popular product review-based
social platforms. For all datasets, we transfer the original ratings
into binary values. We employ a rating filtering strategy that
filters original rating values less than 3 and keeps the remaining
ratings as positive feedback. After that, we randomly sample
80% interactions as training data, and the remaining 20% data
as test data. The detailed statistics of all datasets are summarized
in Table III.

2) Baselines and Evaluation Metrics: We select several
competing methods for comparisons with our proposed
HGSR model, including Euclidean and hyperbolic methods.
Detailed descriptions are listed in Table IV as follows:
� BPR [33]: BPR is a classic collaborative filtering method. It

designs the pairwise ranking loss function which is widely
used in implicit feedback based recommendations.

� GraphRec [6]: GraphRec incorporates graph neural net-
works and social recommendation. It captures both inter-
actions and opinions in the user-item graph and joint social
connections for recommendation.

� LightGCN [11]: LightGCN simplifies GCNs by remov-
ing feature transformation and non-linear activation, and
achieves competitive performance for collaborative filter-
ing.

� DiffNet++ [44]: DiffNet++ is a SOTA graph-based social
recommendation model in Euclidean space. It models the
recursive social diffusion and interest diffusion process for
embedding learning.

� HGCF [36]: HGCF is the first attempt to combine GCN
and hyperbolic embedding learning for collaborative fil-
tering. It models embeddings in hyperbolic space and

1[Online]. Available: http://flickr.com/
2[Online]. Available: https://lihui.info/data/
3[Online]. Available: https://www.ciao.co.uk/
4[Online]. Available: http://www.trustlet.org/downloaded epinions.html

designs a skip-connected graph encoder for information
propagation.

� HRCF [50]: HRCF designs a geometric-aware hyperbolic
regularize, which can tackle the over-smoothing issue and
make better discrimination.

� HICF [49]: HICF investigates the recommendation per-
formances of head/tail item groups on both Euclidean and
hyperbolic models, and proposes an adaptive margin loss
function with popularity-based sampling strategy to im-
prove recommendation performances in hyperbolic space
further.

� HSR [20]: HSR designs a hyperbolic aggregator on the
user’s social neighbors, and introduces an acceleration
strategy and attention mechanism for social recommen-
dation.

� HyperSoRec [39]: HyperSoRec proposes a hyperbolic so-
cial graph encoder with multi-aspect message modeling. It
also designs an adaptive metric learning function to capture
user influence and item interactions.

As we focus on the item ranking task, we employ two widely
used metrics: Recall@N and NDCG@N to evaluate the recom-
mendation performances of various methods. Specifically, for
a Top-N ranking list, Recall@N measures the percentage of hit
items in the ground truth, and NDCG@N further assigns a higher
score to the top-ranked items. All evaluation metrics are com-
puted by an all-ranking protocol that selects all non-interacted
items as candidates. All metrics are reported with average values
with 10 times of repeated experiments.

3) Parameter Settings: We initialize all model embeddings
with a Gaussian distribution with a mean value of 0 and a
standard variance of 0.01, and the embedding dimension is fixed
to 64. For Euclidean models, we use Adam with a learning rate
of 0.001 and batch size of 1,024 to optimize all models. For
hyperbolic models, we use the Riemannian SGD [3], [57] with
weight decay 1e−5 learning rate 0.001 and batch size 10,000
to optimize all models. For fair comparisons, we refer to the
parameters reported by original papers and fine-turn them with
gird-search. For our proposed HGSR model, we set curvature
c = −1 and search GCN layers in the range of {1, 2, 3, 4}. We
implement our model with PyTorch5 based on TITAN RTX.

B. Overall Comparisons

We report the overall recommendation performances of all
methods under different Top-N settings from Tables V to VIII,
and have the following observations:
� First, graph-based recommendation models (GraphRec,

LightGCN, DiffNet++) significantly outperform BPR,
which demonstrates the superiority of learning preference
by high-order graph formulation. Compared with Light-
GCN, DiffNet++ achieves better performance in most sit-
uations, it shows that leveraging social networks can allevi-
ate data sparsity issues in CF and improve recommendation
performances.

5[Online]. Available: https://pytorch.org/
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TABLE V
PERFORMANCE COMPARISONS WITH DIFFERENT TOP-N VALUES ON FLICKR DATASET

TABLE VI
PERFORMANCE COMPARISONS WITH DIFFERENT TOP-N VALUES ON CIAO DATASET

TABLE VII
PERFORMANCE COMPARISONS WITH DIFFERENT TOP-N VALUES ON EPINIONS DATASET

� Second, almost all hyperbolic recommendation models
show better performance than Euclidean models. This phe-
nomenon verifies the effectiveness of modeling graph em-
beddings in hyperbolic space due to its exponential growth
capacity and structure preservation ability. When compar-
ing hyperbolic recommendation models, HICF achieves
the best performance by benefiting from adaptive margin

learning and a negative sampling strategy. Besides, HSR
and HyperSoRec only model the social diffusion process in
hyperbolic space without graph convolutions on user-item
graph, and lead to performance decrease compared to
HICF.

� Our proposed HGSR model consistently outperforms all
methods on all datasets, indicating the effectiveness of
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TABLE VIII
PERFORMANCE COMPARISONS WITH DIFFERENT TOP-N VALUES ON DIANPING DATASET

TABLE IX
ABLATION STUDY OF HGSR

hyperbolic social pre-training and heterogeneous pref-
erence learning for social recommendation tasks. Com-
pared to DiffNet++ (strongest baseline in Euclidean
space), HGSR achieves significant improvement on all
datasets (e.g., for NDCG@20 metric, about 97% im-
provement on Flickr, 18% on Ciao, 13% on Epinions
and 11% on Dianping). Besides, compared with the best
hyperbolic social recommendation model HyperSoRec,
our model also achieves impressive improvements, e.g.,
48.07% improvement of NDCG@20 on the Flickr dataset
and 10.62% improvement on the Ciao dataset. Compared
with the strongest hyperbolic CF baseline HICF, our model
improves NDCG@20 by about 30.51% and 10.05% on
Flickr and Ciao datasets.

The above observations strongly demonstrate our proposed
HGSR model can effectively exploit social networks and user-
item interactions in hyperbolic space. Combining explicit het-
erogeneous graph learning and implicit social feature enhance-
ment, HGSR significantly improves social recommendation
performances.

C. Investigation of the Proposed HGSR

Ablation Study: To exploit the effectiveness of each com-
ponent of our proposed HGSR model, we conduct ablation
studies on all datasets. As shown in Table IX, we compare
Top-20 recommendation performances of HGSR and its variants.
Among them, HGSR-w/o P denotes HGSR without hyperbolic
social pre-training module, HGSR-w/o S denotes HGSR without
social diffusion on preference learning module (only user-item

Fig. 4. Performance comparisons under different sparsity user groups.

graph propagation), and HGSR-w/o P+S denotes HGSR with-
out pre-training and social diffusion modeling, our method
degenerates to HICF. From Table IX, we observe that each
variant of HGSR shows worse performance than HGSR, which
demonstrates the effectiveness of each proposed component.
Both implicit and explicit social modeling significantly improve
recommendation performances.

Data Sparsity Analysis: Here we conduct data sparsity anal-
ysis to validate the contribution of the proposed hyperbolic
social pre-training module. Specifically, we split all users into
different groups according to their training records, and com-
pare their performances of different recommendation models.
As shown in Fig. 4, we present comparisons on four sparsity
user groups. Among, HGSR-w/o P denotes that HGSR without
social pre-training module. Compared with the corresponding
CF backbone (HICF), HGSR-w/o P achieves improvements
in most sparse groups, while showing a little decrease in the
densest group. It indicates that explicit graph learning alleviates
the data sparsity issue, while also introducing noise for those
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Fig. 5. Generalization of the pre-trained hyperbolic social feature.

TABLE X
COMPARISONS OF SOCIAL PRE-TRAINING METHODS IN DIFFERENT SPACES

active users, these experimental phenomenons are also revealed
in DiffNet [45]. Luckily, we find that our proposed HGSR con-
sistently outperforms HICF in each user group. This verifies
the effectiveness of tackling the social diffusion noise issue by
implicit feature enhancement with hyperbolic pre-trained social
embeddings.

Generalization Analysis We conduct experiments to inves-
tigate the generalization of the pre-trained hyperbolic social
embeddings. Specifically, we combine the pre-trained hyper-
bolic social embeddings with SOTA Euclidean and Hyperbolic
recommendation models. As shown in Fig. 5, we select Light-
GCN, DiffNet++, and HGSR-w/o P as backbones, and compare
their performances and corresponding variants (combined with
the pre-trained hyperbolic social embeddings). We find that
the pre-trained hyperbolic social embeddings can significantly
improve each embedding-based recommendation method, either
Euclidean models (i.e., LightGCN, DiffNet++) or Hyperbolic
model (i.e., HGSR-w/o P). It demonstrates that our proposed
hyperbolic pre-training module presents a good generalization
ability, which can easily couple with other embedding-based
recommendation methods and enhance their performances.

D. Comparisons With Different Pre-Training Methods

In this part, we compare the proposed hyperbolic social
pre-training method with its counterpart in Euclidean space, we
keep all model structures the same and only compare different
spaces. As shown in Table X, we present the experimental results
of different social pre-training methods for recommendation.
Among them, HGSR-w/o P is the backbone model without any
pre-training process, SocialPre(E) denotes social pre-training in
Euclidean space, and SocialPre(H) denotes social pre-training
in Hyperbolic space. We can find that our proposed hyperbolic
social pre-training method achieves better performances in all
settings, verifying the superiority of improving recommenda-
tion with hyperbolic pre-training. Besides, we visualize the
pre-trained social embeddings under hyperbolic learning and

Fig. 6. Visualization of the pre-trained social embeddings on the Epinions
dataset, where red nodes are head users and blue nodes are tail users.

Fig. 7. Performance comparisons under different embedding sizes.

Euclidean learning. As we have no available labels to distinguish
nodes in the social networks, we split users into head users and
tail users according to their social neighbors. Then, we ran-
domly sample 500 users from head and tail users, respectively,
and illustrate their embedding distributions. As illustrated in
Fig. 6, we observe that hyperbolic pre-training presents better
discrimination than Euclidean pre-training, which can reflect the
head/tail structure of the graph.

E. Detailed Model Analysis

Embedding Size: We compare our proposed HGSR model
and DiffNet++ performances under different embedding sizes.
As shown in Fig. 7, we report NDCG@20 of both models on the
Flickr and Epinions datasets, where embedding sizes are selected
from {32, 64, 128}. We observe that HGSR consistently outper-
forms DiffNet++, which verifies the effectiveness of promot-
ing recommendation performances under different embedding
sizes. Besides, we find that the performance of HGSR quickly
increases when embedding size increases, while DiffNet++ is
more slight, verifying the capacity of HGSR increases more
than DiffNet++ with a larger embedding size.

Parameter Sensitivity: To investigate the influence of the
social propagation part on heterogeneous graph learning, we
conduct experiments under different social balance weights. As
illustrated in Fig. 8, we represent Recall@20 and NDCG@20 of
various weights α on all datasets. Please note that α = 0 means
the social diffusion part disappears, we also remove the social
pre-training module, and then HGSR degenerates to HICF.
From the experimental results, we can find that HGSR achieves
the best performance with different α for different datasets.
Specifically, HGSR obtains the best performance with α = 0.1
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Fig. 8. Performance comparisons under different values of parameter α.

TABLE XI
RECOMMENDATION PERFORMANCES WITH DIFFERENT PROPAGATION LAYERS L

on Flickr,α = 0.2 on Ciao and Epinions, andα = 0.3 on the Di-
anping dataset. Different dataset properties have different social
influences on user interaction behavior. Besides, HGSR doesn’t
show better performance when α increases, which means that a
suitable social weight setting is important to exactly model user
preferences.

Propagation Layers: We empirically study the effects of dif-
ferent propagation layers of Graph encoder for preference learn-
ing. As shown in Table XI, we compare HGSR performances
under different graph propagation layers. We can find that the
recommendation performances increase quickly and then drop
when the propagation layers keep deeper. This indicates that
over-smoothing issues also limit the performances of hyperbolic
graph learning for social recommendation. When propagation
layer L = 3, our HGSR reaches the best performance on Flickr,
Epinions, and Dianping Datasets, while L = 4 on Ciao datasets.
The reason is that the Ciao dataset has the sparsest interactions on
all datasets. Therefore, a proper propagation layer is important
to balance the high-order message passing and over-smoothing
issues simultaneously.

V. RELATED WORK

A. Social Recommendation

Recommender systems provide personalized suggestions for
each user by modeling users’ preferences. Classical collabora-
tive filtering methods [27], [32], [33] project both users and
items into a low dimensional latent space, then recommend
item lists based on inner product scores. With the develop-
ment of deep learning, neural network based methods have
been proposed to tackle collaborative filtering through model-
ing the non-linear interactions [12]. Although widely applied,
CF methods are usually far from satisfactory due to users’
sparse interactions. Following the social influence and social
homogeneity theory [17], [19], [23], the social recommendation
has emerged as a popular research direction, which utilizes the

additional social network to alleviate data sparsity issue and
improve recommendation performances. Early studies leverage
social networks in shallow form, which can be divided into
two classes: social regularization-based models [14], [15], [26]
and user behavior enhancement-based models [9], [10]. Social
regularization-based models assume that two connected users
share a similar preference, and then an additional regulariza-
tion term is added to the ranking optimization objective [26].
Instead of adding regularization, TrustSVD regards each social
neighbor’s interacted items as the auxiliary feedback to predict
the user’s unknown preference [9]. Besides, CNSR proposes
to leverage the global social network structure to learn user
preference based on social embedding learning [46]. These
social recommendation models achieved better recommendation
performances than CF models. However, they focus on the
first-order social structure and fail to fully exploit the global
social network in the modeling process.

B. Neural Graph Based Recommendation

Recently, GCNs have received success for graph learning
based tasks [16], [37]. Researchers have adopted the key ideas
of graph convolutions for graph-based recommendations, which
have shown state-of-the-art performance [11], [47], [52], [54].
Different from traditional CF approaches that learn user and
item embeddings with matrix factorization [27], [33], neural
graph based CF methods formulate user-item interactions as
a bipartite graph. Then, these neural graph models learn user
and item embeddings by exploiting the high-order collaborative
signal through multiple graph convolutions. LightGCN is a
representative work in neural graph based CF models, the basic
paradigm is that discard the additional feature transformation
and non-linear activation in GCNs and only perform neighbors
aggregation for embedding learning [11].

Some researchers also propose graph-based social recom-
mendation models to extend neural graph CF models, which
joint model user-user social influence diffusion and user-item
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interest propagation [6], [25], [44], [45], [55]. For example,
GraphRec formulates interactions and opinions in a user-item
bipartite graph, then joint user-user social graph for embed-
ding learning [6]. DiffNet considers high-order social influence
diffusion and models social influence diffusion from user-user
social network for user representation learning. DiffNet++ ex-
tends DiffNet by combining social influence diffusion from
user-user social network and interest propagation processes from
user-item behavior with attention mechanism [44]. Besides,
RecoGCN considers multi-relation social connections and pro-
poses a relation-aware GCN model to formulate user embed-
dings [48]. MCNE designs a conditional GNN that aims to learn
user similarity in both user-item interaction graph and user-user
social networks [40]. ESFR proposes adversarial graph convo-
lutional networks to enhance recommendation performances by
social graph generation [55].

All these graph based (social) recommendation methods learn
users and item embeddings in Euclidean space, then formulate
the high-order graph structure to enhance recommendation.
However, they fail to capture the hierarchical graph structure
and representation distortion will lead to sub-optimal results.
Considering the hierarchical structure of graphs, in this paper, we
formulate the social recommendation task in hyperbolic space
and propose the HGSR model.

C. Hyperbolic Learning and Applications in Recommendation

Hyperbolic space is a non-Euclidean space with a negative
curvature, which has shown great potential for representation
learning of tree-like hierarchical data. Poincare ball and Lorentz
formulation are two efficient ways to learn representations in hy-
perbolic space [28], [29]. Considering graph data usually present
a hierarchical structure of power-law distribution, researchers
have proposed a series of works that generalize hyperbolic
embedding learning to graph neural networks [4], [22], [24],
[59], such as HGNN [22], HGCN [4] and HGAT [59]. These
works represent nodes in the hyperbolic space, and perform
graph convolutions by injecting nodes from hyperbolic space
to the (Euclidean) tangent space, which builds a bridge be-
tween GCN and hyperbolic learning. Besides, some works also
learn heterogeneous graph embeddings in hyperbolic space [41],
[41], [43]. Recently, researchers have applied hyperbolic graph
learning to various recommendation tasks, such as collaborative
filtering [36], [49], [50], sequential recommendation [21], [53].
HGCF proposes a hyperbolic GCN model for collaborative fil-
tering [36], and HRCF designs an additional hyperbolic geomet-
ric regularization to enhance performance [50]. HICF analyzes
recommendation performances between head and tail items
under Euclidean modeling and hyperbolic modeling, and then
proposes an adaptive margin learning method with popularity-
based negative sampling [49]. There are also some studies that
leverage hyperbolic learning to enhance social recommendation.
HSCML introduces a hyperbolic metric learning based on so-
cial connections [58]. HSR designs a hyperbolic aggregator to
combine social neighbors for representation learning [20]. Hy-
perSoRec exploits hyperbolic social embeddings with multiple
aspect learning [39].

These hyperbolic graph-based recommendation models show
superior performances compared with their counterparts in Eu-
clidean spaces. However, we argue that current solutions of
hyperbolic social recommendation are still far from satisfactory.
In fact, current hyperbolic graph methods only model social
networks or user-item graph in hyperbolic space separately [20],
[36], [39], [49], lacking efficient fusion of both kinds of graphs
for representation learning. In this paper, we formulate the
user-item graph and social network as a heterogeneous graph,
then learn users’ preferences with hyperbolic graph learning
for the social recommendation. Compared with current hyper-
bolic heterogeneous graph embedding methods that directly use
hyperbolic distance instead of Euclidean distance [41], [41],
[43], our proposed HGSR uses graph neural networks to learn
the heterogeneous graph in hyperbolic space, which can better
preserve the graph structure.

VI. CONCLUSION

In this paper, we propose a novel HGSR model for the
hyperbolic social recommendation. To exploit the heterogeneity
and the noise issue introduced by social influence diffusion, we
design a social pre-training enhanced hyperbolic heterogeneous
graph learning method. Specifically, we first pre-train social net-
works in hyperbolic space, which can preserve the hierarchical
structure properties. Next, we feed the pre-trained social em-
beddings into a hyperbolic heterogeneous graph for preference
learning. Such that, we combine explicit heterogeneous graph
learning implicit social feature enhancement for hyperbolic so-
cial recommendation, which can effectively tackle heterogeneity
and noise issues. Finally, extensive experimental results on
four real-world datasets clearly demonstrate the effectiveness
of our proposed model compared to state-of-the-art baselines,
including high performance, generalization of the pre-trained
feature, and applicability to various sparsity users. In the future,
we aim to exploit more hyperbolic graph learning techniques for
recommendation, such as more effective hyperbolic graph pre-
training, hyperbolic self-supervised graph learning, and so on.
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