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Abstract—Cold-start recommendation is a long-standing chal-
lenge when presenting potential preferred items to new users. Most
empirical studies leverage side information to promote cold-start
recommendation. In this work, we focus on cross-domain cold-start
recommendation, which aims to provide suggestions to those non-
overlapping users who have only interacted in the source domain
and are viewed as new users in the target domain. Pre-training and
then mapping is the common solution for the cross-domain cold-
start recommendation. The former learns domain-specific user
preference, and the latter transfers preference knowledge from the
source to the target domain. Despite the effectiveness, we argue that
current mapping-based methods still have the following limitations.
First, current mapping functions fail to fully consider the similarity
of user behavioral patterns, either common transfer or personal-
ized transfer mappings. Second, sparse supervision signals from
the limited overlapping users, lead to insufficient mapping function
learning for recommendation. To tackle the above limitations, we
propose a novel MACDR model for cross-domain cold-start recom-
mendation. Specifically, MACDR consists of two elaborate mod-
ules: a Prototype enhanced Mixture-Of-Experts (PMOE) based
mapping function and a Preference Distribution Alignment (PDA)
enhanced optimization. PMOE is designed to balance the transfer
patterns of common and personalized preferences, following the
basis that similar users share similar preference transfer. Further-
more, to alleviate the sparse supervision issue, PDA is designed to
explore the utilization of non-overlapping users in an unsupervised
manner based on the prototype distribution alignment technique.
Extensive experiments on three real-world datasets demonstrate
the effectiveness of the proposed method.

Index Terms—Cross-domain recommendation, cold-start re-
commendation, transfer learning, mixture-of-experts, unsup-
ervised learning, preference distribution alignment.

I. INTRODUCTION

P ERSONALIZED recommendations [1], [4], [5], [8], [17],
[38] have become an important information filtering tool
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Fig. 1. Illustration of cross-domain cold-start users recommendation (i.e.,
cross-domain recommendation to cold-start users or cold-start users problem
in CDR). There are a few overlapping users across the source domain (i.e.,
Movie domain) and the target domain (i.e., Book domain), the goal of our task
is to recommend items in the target domain to those non-overlapping users in
the source domain.

in various online applications for guiding users to discover
products that appeal to them. However, they suffer from the
longstanding cold-start problem, which hard to provide satisfy-
ing recommendations for cold-start users (i.e., new users with-
out any historical interactions). Nowadays, web platforms are
operating various service domains simultaneously (e.g., music
streaming, game store, and eBook subscription). Users have
more opportunities to interact with multiple platforms in their
daily lives. Therefore, Cross-domain Recommendation (CDR)
[46], [49] which aims to transfer knowledge from an informa-
tive source domain to the target domain becomes a promising
solution to alleviate the cold-start problem.

Existing researchers mainly describe the task in three terms:
cross-domain cold-start users recommendation, cross-domain
recommendation for cold-start users, or cold-start users problem
in CDR. To avoid misunderstandings or word misuse, we consis-
tently use the phrase cross-domain cold-start recommendation
to describe the task in the following sections. We also give
a toy example as shown in Fig. 1 to illustrate cross-domain
cold-start users recommendation [7], [18], [25], [41]. There are
interactions from source domain (i.e., Movie domain) and target
domain (i.e., Book domain). These two domains have a few
overlapping users, and the others are non-overlapping users. Our
goal is to recommend items in target domain to non-overlapping

1041-4347 © 2024 IEEE. All rights reserved, including rights for text and data mining, and training of artificial intelligence and similar technologies.
Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on March 10,2025 at 04:22:19 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0003-3282-6042
https://orcid.org/0000-0002-7601-6004
https://orcid.org/0000-0003-4556-0581
https://orcid.org/0000-0001-5461-3986
https://orcid.org/0000-0002-3094-7735
mailto:zhwang.hfut@gmail.com
mailto:zhwang.hfut@gmail.com
mailto:yyh.hfut@gmail.com
mailto:lewu.ustc@gmail.com
mailto:hongrc.hfut@gmail.com
mailto:hongrc.hfut@gmail.com
mailto:eric.mengwang@gmail.com
https://github.com/wzh-study/MACDR
https://github.com/wzh-study/MACDR


2002 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 37, NO. 4, APRIL 2025

Fig. 2. Limitations of current cross-domain cold-start works and the contri-
butions of our paper. We propose PMOE mapping module (i.e., Contribution
1) for solving Limit 1 and design unsupervised PDA optimization strategy (i.e.,
Contribution 2) for mitigating Limit 2.

users who have rich interactions in the source domain (which
can be viewed as target domain cold-start users), as highlighted
in the red dashed line. Most existing cross-domain cold-start
methods follow the schema that preference pre-training and then
mapping [18], [41], [50], [51]. Among them, pre-training aims to
learn users’ domain-specific preferences, and mapping transfer
preference knowledge from the informative source to the target
domain. After training the CDR model with the overlapping
users, the mapping function can be used to transfer preference
for those non-overlapping users, completing the recommenda-
tion process. Despite the effectiveness, we argue that current
mapping-based CDR methods still have two limitations shown
in Fig. 2.

Limit 1: Mapping function only captures the transfer patterns
of common or personalized preference. Current mapping func-
tions are sub-optimal either one-to-all (common transfer) [18],
[22], [25] or one-to-one forms (personalized transfer) [41], [50],
[51], which are difficult to adequately express interest preference
transfer between domains. Considering the characteristics of
recommendation, users with similar behavior patterns(interest)
should share more common preference transfer [9], [24], [41].
Therefore, designing a mapping function by flexibly considering
the transfer patterns of both common and personalized prefer-
ences is an emerging need.

Limit 2: Insufficient model training with limited overlapping
users. Most of the current methods only use overlapping users
to optimize the mapping function, which heavily relies on the
number of overlapping users. Sparse supervision signals from
the limited overlapping users lead to insufficient mapping func-
tion learning for recommendation. Some attempts [18], [34]
incorporate all non-overlapping source user or interaction item
embeddings into the training of the mapping function. However,
these methods introduce some useless information, which is
unstable to enhance recommendation performances [51]. There-
fore, how to better utilize non-overlapping users to enhance
model learning remains challenging.

To tackle the above limitations, we propose a novel MACDR
model for the cross-domain cold-start users recommendation.
Specifically, MACDR consists of two elaborate modules: a
Prototype enhanced Mixture-Of-Experts (PMOE) based map-
ping function and a Preference Distribution Alignment (PDA)

enhanced optimization. PMOE function is designed to balance
the transfer patterns of common and personalized preferences,
following the basis that similar users share similar preference
transfer. We first assign users to several prototypes by clustering.
Then we utilize expert networks to process the diverse inputs
from different individual users to capture the transfer pattern
of personalized preference. Meanwhile, we feed the prototype
embeddings as input to learn the gate logit. Thus, users with
the same prototype will have the same logits, which capture the
transfer pattern of common preference. Both determine the final
mapping functions. To alleviate the sparse supervision issue,
we combine the non-overlapping users for model learning in
an unsupervised manner. Specifically, we build a preference
distribution alignment based on equivariant learning. We assume
that users with the same prototype have a closer representation
distance after mapping, while the counterparts have a larger
representation distance. Based on the above idea, we imple-
ment PDA based on generator and discriminator learning. The
mapping function is just like a generator to obtain approximate
target domain preference. After that, we use a discriminator to
distinguish positive and negative examples, which are composed
of two mapped user representations. If two users come from
the same prototype, their mapped representations construct a
positive sample, and vice versa. The major contributions of this
work are summarized as follows:
� We propose a novel MACDR model for the cross-domain

cold-start recommendation, which consists of the elaborate
mapping function and preference distribution alignment.

� We design a Prototype enhanced Mixture-Of-
Experts (PMOE) mapping function, which can flexibly
combine the transfer patterns of common and personalized
preferences.

� We devise an unsupervised Preference Distribution Align-
ment (PDA) optimization strategy to better exploit the
non-overlapping users, which can effectively alleviate the
sparse supervision issue from the limited overlapping
users.

� Extensive experiments conducted on three real-world
datasets demonstrate the effectiveness of our proposed
MACDR, including high performances and generality of
the designed PDA optimization strategy.

II. RELATED WORK

A. Cold-Start Recommendation

Recommender systems [14], [23], [32], [37], [42], [43] face
the persistent challenge of providing accurate recommendations
for new users or items on web platforms, which is known as
cold-start recommendations [2], [3], [27], [39], [40]. One com-
mon approach is to use additional contextual information to re-
duce dependence on interaction data. Specifically, content-based
recommenders usually transform user attributes into preference
representations for improving the cold-start recommendation
performance. DropoutNet [31] and MTPR [11] adopt a dropout
strategy that randomly inputs either preference or attribute rep-
resentations in the training stage to imitate cold-start situations.
Some methods attempt to use pre-trained representations to
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TABLE I
MATHEMATICAL NOTATIONS

better capture the correlation and reduce the difference be-
tween CF signals and content features [36], [52]. For exam-
ple, Heater [52] extracts content representations and uses the
sum squared error loss to align pre-trained CF representations
and content representations. In addition to content attributes,
knowledge graphs [12], social networks [33], and auxiliary
domains [25], [48], [51] are also considered effective external
preference knowledge to mitigate the cold start problem. Con-
sidering that in real-life scenarios, users visit various platforms
in their daily lives, and different platforms are usually intercon-
nected, it is relatively easy to obtain users’ interaction records on
other platforms. Therefore, in this paper, we focus on utilizing
other domain interaction records to help target domain cold-start
users for recommendations.

B. Cross-Domain Cold-Start Recommendation

Cross-domain recommendation [6], [7], [18], [25] is an
emerging direction to solve cold-start recommendation. Existing
methods can be broadly divided into three categories: matrix
factorization methods, content-based methods, and mapping-
based methods. In the initial phase, CMF [28] and CDCF [21]
use shared user matrices across all domains and apply matrix
factorization algorithms [20] to learn multiple rating matrices
simultaneously, thus advancing cross-domain recommendation
techniques. CBMF [26] first devises a cluster-level cross-domain
matrix to learn the correlation between user clusters and item
clusters. Subsequently, content-based methods are proposed.
CATN [47] proposes an end-to-end framework to capture the
aspect-level correlation between user reviews and item descrip-
tions across domains. However, all domain interaction data and
feature information are required for matrix factorization and
content-based methods during training. Some researchers argue
that privacy protection exists for each domain’s information
in real-life scenarios, making it difficult to obtain interaction

information from two domains simultaneously. Therefore, pre-
training and then mapping (mapping-based) CDRs are proposed
to transfer pre-trained embeddings across domains by various
methods. This paradigm is based on the assumption that there is
a correlation between a user’s interest preferences in the source
domain and their interest preferences in the target domain. The
steps of the pipeline’s abbreviated description are: (1) first pre-
training user embedding of source/target domain, (2) learning a
mapping function with the overlapped users, and (3) predicting
items in target domain for source users. EMCDR [25] is first
proposed as a pre-training and then mapping paradigm. it learns
a mapping function to infer latent factors for new items/users
in the target domain. Subsequently, many models followed the
framework for further improvements. DCDCSR [48] considers
the sparsity degree to construct benchmark factors with top-K
similar entities first and trains a model to map latent factors into
these factors. SSCDR [18] is a semi-supervised method, which
utilizes records information of users and item interactions in
the source domain to improve the robustness of the mapping
function. LACDR [34] employs the framework of autoencoder to
improve the previous problem of over-simplification of the map-
ping function and utilizes the reconstruction loss and alignment
loss to leverage all non-overlapping users into the learning of the
mapping function. Inspired by successful applications of meta-
learning, the recently proposed TMCDR [50], PTUPCDR [51]
and HCCDR [41] follow the MAML [13] framework to learn a
meta-network that customizes the mapping function to achieve
better performances instead of the traditional linear mapping.
Although existing pre-training and then mapping models are
effective, most of them use simple linear mapping functions
and fail to fully leverage non-overlapping users’ preferences,
ultimately leading to suboptimal performance. Our proposed
model extends the original mapping function and makes better
use of non-overlapping users to generate more effective training
signals for mapping function learning.

III. PRELIMINARIES

A. Problem Statement

In CDR, we have a source domain and a target domain.
Each domain has a userset U = {u1, u2, . . .}, an itemset V =
{v1, v2, . . .}, and a rating matrix R. The source domain has
ns users, ms items and the target domain has nt users, mt

items. rij ∈ R denotes the rating between user i and item j.
To distinguish two domains, we use Us,Vs,Rs to denote the
userset, itemset, and rating matrix of the source domain, while
U t,Vt,Rt denotes for the userset, itemset, and rating matrix the
target domain. We define the overlapping users between the two
domains as Uo = Us ∩ U t. In contrast, Vs and Vt are disjoint,
which means there are no shared items between the two domains.

Given the above data, our goal is to predict the unknown
non-overlapping users’ preferences for the items in target do-
main: r̂ij = f(us

i , v
t
j), where us

i ∈ Us& /∈ Uo denote each non-
overlapping user and vtj denote each target domain item.
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Fig. 3. Illustration of three mapping functions. (a) One-to-all [18], [22], [25]: all users share the same mapping function; (b) One-to-one [41], [51]: each user
has a personalized mapping function; (c) MACDR (Ours): we propose a Prototype enhanced Mixture-Of-Experts (PMOE) based mapping function to capture the
transfer patterns of common and personalized preferences and design an unsupervised preference distribution alignment (PDA) optimization to better exploit the
non-overlapping users, following the assumption that users with the same prototype have closer representation after mapping.

B. Schema of the Pre-Training & Mapping

Considering the scenario of data isolation in practical appli-
cations, that is, the interactive information between users and
items in a specific domain is not observable by other domains,
pre-training and then mapping is the common solution in cross-
domain cold-start recommendation [18], [22], [25], [41], [51].
Among them, pre-training aims to learn the domain-specific
preference representations, while mapping aims to transfer pref-
erence knowledge from the source to the target domain. As this
is the basic paradigm, we first present the overall architecture.

1) Domain-Specific Preference Pre-Training: Given inter-
action data in both domains, we first learn domain-specific
preferences with SOTA methods, i.e., Matrix Factorization [20]
and LightGCN [16]. Without generality, we use Pre() to denote
the used pre-training model, and then we obtain the pre-trained
source (target) domain preference representations:

Us,Vs = Pre (Rs, θ1)

Ut,Vt = Pre
(
Rt, θ2

)
, (1)

where Us ∈ R
ns×d, Vs ∈ R

ms×d are pre-trained user and item
embedding matrices in the source domain, Ut ∈ R

nt×d, Vt ∈
R

mt×d are pre-trained user and item embedding matrices in the
target domain. θ1 and θ2 denote the parameters of the used pre-
training model in source and target domains, respectively.

2) Domain Preference Mapping: Given the pre-trained user
preferences, the mapping function aims to transfer preference
knowledge from the information-rich source domain to the target
domain. There are two popular mapping functions in CDR:
one-to-all mapping [18], [25] and one-to-one mapping [50],
[51], which are illustrated in Fig. 3(a), (b). The first is one-to-all
mapping, which assumes that all overlapping users share the
same preference transfer:

Ût = Map(Us), (2)

where Map() denotes the generic mapping function, which
is usually implemented by Multi-Layer Perceptrons (MLPs).

Besides, some works argue that one-to-all mapping is not ef-
fective, and the mapping function should be personalized to
each user [51]. Thus, the second kind of mapping function is
one-to-one, which is defined as follows:

ût
1 = MLP1(u

s
1)

ût
2 = MLP2(u

s
2)

ût
no

= MLPno
(us

no
), (3)

where no denotes the number of overlapping users, each user
has personalized mapping MLPs. Because learning no MLPs is
too expensive, a Meta-Network method has been proposed to
learn personalized mapping functions [51].

3) Model Optimization: After obtaining the transferred user
embeddings, There are two main methods for optimization.
One is to minimize the distance between the transferred user
embeddings and the pre-trained target user embeddings [18],
[25]. This distance-oriented optimization is defined as follows:

Lr =
∑

ui∈Uo

||ût
i − ut

i||2, (4)

where ût
i denotes the transformed user embedding in the source

domain. and ut
i ∈ Ut denotes the pre-train user embedding

in the target domain. Another popular optimization is task-
oriented, which constrains the transferred user embeddings to
reconstruct the true preferences in the target domain [51]. This
task-oriented optimization is defined as follows:

Lr =
1

|Rt
o|

∑
rij∈Rt

o

(
rij − ût

iv
t
j

)2
, (5)

where Rt
o = {rij |ui ∈ Uo, vtj ∈ Vt} denotes the interactions of

overlapping users in the target domain.
After minimizing the loss function ((4) or (5)), we have the

optimized mapping function, which can be applied to non-
overlapping users. Given the above, we obtain the approximated
user representation in the target domain, to serve the recommen-
dation process.
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Fig. 4. An Illustration of our proposed MACDR framework, which consists of Prototype enhanced Mixture-Of-Experts (PMOE) mapping module and Preference
Distribution Alignment (PDA) optimization strategy. The PMOE module provides a flexible mapping function that combines the patterns of common and personalized
preference transfer based on user prototypes. The PDA optimization strategy utilizes non-overlapping users to boost recommendation performance in an unsupervised
manner.

IV. METHODOLOGY

A. Architecture Overview of MACDR

As illustrated in Fig. 4, MACDR consists of two elaborate
modules: a Prototype enhanced Mixture-Of-Experts (PMOE)
mapping module and an unsupervised Preference Distribution
Alignment (PDA) optimization. Among them, PMOE considers
the transfer patterns of both common and personalized prefer-
ences for the mapping function, and PDA further exploits non-
overlapping users to enhance model learning. In the following,
we introduce each module in detail. Last, we give the overall
learning process of MACDR.

B. Prototype Enhanced Mixture-of-Experts Mapping

Here, we introduce our proposed PMOE mapping function.
Given the pre-trained domain-specific preference, PMOE can
flexibly combine the transfer patterns of common and personal-
ized preferences for CDR tasks.

We use prototype learning to formulate user similarity. With-
out loss of generality, we use Uo,Us,Ut to denote embedding
matrices of overlapping users, users in source domain, and users
in target domain, respectively. Suppose there are K prototypes
C ∈ R

K×d of the pre-trained source user embeddings Us, we
assign these users to K prototypes by maximize the conditional
probability:

ci = argmax
k

p
(
ck|us

i

)
, (6)

where ck denotes the kth prototype, us
i denotes the ith source

domain user, and p(ck|us
i ) denotes the probability that user

us
i belong to prototype ck. We employ K-Means clustering to

implement the above process.
After obtaining the prototype information, we model the

user’s unique characteristics, including interacted item sequence
and pre-trained personalized preference. Following [51], dif-
ferent interacted items contribute differently to user preference
transfer. We utilize the attention mechanism to formulate the

user’s interaction sequence. Formally, we denote the list of
user i sequential interaction items in source domain by Si =
{vs1, vs2, . . . , vsl }, where l denotes the number of interacted items
and each vsj ∈ Si denotes the interacted item in the source
domain. The attention network is defined as:{

āsj = att(vs
j ; θa)

asj =
exp(ās

j)∑
vs
k
∈Si exp(ā

s
k)
,

(7)

where att(·) denotes the attention network which consists of a
two-layer feed-forward network, and θa denotes the parameters
of the attention network. asj is the normalized attention score
for item vsj , which can be interpreted as the importance of vsj in
predicting the personalized mapping function. Then the user’s
interaction sequence is weighted and summed to obtain the user
characteristic representation.

pi =
∑
vs
j∈Si

asjv
s
j , (8)

where pi ∈ R
d denotes the transferable characteristic embed-

ding of user i.
Given the pre-trained user representation, user prototype rep-

resentation, and characteristic representation of the interaction
sequence, we fuse them as inputs to learn each expert output.
This process is formulated as follows:

zi = us
i ⊕ ci ⊕ pi, (9)

where zi ∈ Rd denotes the input to the expert network for
user i. Then the specific form of the mixture-of-expert mapping
function is defined as follows:⎧⎨

⎩
fgate(Z) = Softmax(WgZ+ bg)
hexpert(C) = σ(WhC+ bh)

ût
i =

∑X
x=1 fx(ci) · hx(zi),

(10)

where fgate(C) and fexpert(Z) represent formulas for gate and
expert networks, which are both composed of multiple linear
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layers and activation functions. The source user prototype rep-
resentation matrix C is the input to the gate network. Wg and
bg are feature transformation matrix and bias matrix, and Wh

and bh are similar definitions in experts networks. σ is the
activation function, and X is a hyper-parameter denoting the
number of experts. ût

i is the mapped target domain representation
we obtained, which reflects the approximated user target domain
preferences.

The design benefits of PMOE inputs are as follows: First, our
designed PMOE mapping function escapes from the previous
simple linear function form. Most importantly, we feed the
prototype embeddings as input to learn the gate logit. Thus,
users with the same prototype will get the same gate logit, which
can capture the transfer pattern of common preference based
on prototype guidance. while MOE networks are suitable for
processing different types of inputs with different experts. We
input different types of information from the source domain into
the expert network to capture a personalized preference relation-
ship from the source domain to the target domain. Based on the
above, our designed PMOE module can not be fully common
or personalized, but flexibly combine the preferences of both
information to obtain better cold-start mapped representations
in CDR.

C. Preference Distribution Alignment

After obtaining the approximated user preference in the target
domain, most of the current methods optimize the model by
aligning the users’ real feedback in the target domain. Despite
the effectiveness, their performances heavily rely on the limited
overlapping users. Here, we introduce our proposed PDA, an
unsupervised preference distribution alignment optimization,
which can utilize non-overlapping users in a more rational way
to facilitate mapping functions in learning. Specifically, PDA is
based on equivariant learning, that users with the same prototype
are also more similar in the mapped representation space. We
implement PDA with generator and discriminator learning. First,
We sample a user us

b of the same prototype as us
a and Ns

non-overlapping users of different prototypes (i.e., us
c) in the

source domain. In the following description, the value of Ns is
set to 1. Then we view the PMOE as a generator that produces
approximated user representation Ût in the target domain, and
use a discriminator to distinguish positive or negative user pairs
based on their prototypes. In the following, we detail present
how to optimize the discriminator in an unsupervised manner.

Generator: For each user tuple < us
a, u

s
b, u

s
c >, we obtain

their approximated preference embedding by PMOE:⎧⎪⎪⎨
⎪⎪⎩

z = us ⊕ p⊕ c,
ût
a = PMOE(za, ca)

ût
b = PMOE(zb, cb), cb = ca

ût
c = PMOE(zc, cc), cc �= ca,

(11)

where us, p, c denote the pre-trained, interacted item sequence
and prototype representation. Through (11), we can use PMOE
module to get the overlapping users us

a, source domain users of
the same prototype us

b , and different prototype users us
c mapped

to the target domain embedding ût
a, ût

b and ût
c, respectively.

Discriminator: Given the approximated user representation in
the target domain, we concatenate each user pair’s approximated
representation as the input to the discriminator D. For two users
with the same prototype, the discriminator outputs a “real” value,
otherwise, it outputs a “fake” value. The optimization is defined
as follows:

Ldis = min
θd

Eus
a∼Uo,us

c/∈ca
[
log

(D (
ût
a||ût

c

))]
− Eus

a∼Uo,us
b∈ca

[
log

(D (
ût
a||ût

b

))]
. (12)

In practice, we use 3-layer MLPs to implement the discriminator
D, where θd is the parameters of the discriminator D. Based on
the discriminator, we involve non-overlapping users in model
training, which can effectively mitigate the sparse supervision is-
sue. Finally, we present the overall learning process of MACDR.

D. Overall Learning of MACDR

1) Domain-Specific Preference Pre-Training: We follow
previous work [18], [25] in adopting the widely used Matrix
Factorization(MF) [20] as the pre-training model to obtain the
user and item embedding matrices in each domain. Specifi-
cally, we use Us ∈ R

ns×d, Vs ∈ R
ms×d to denote pre-trained

user and item embedding matrices in the source domain, and
Ut ∈ R

nt×d, Vt ∈ R
mt×d to denote pre-trained user and item

embedding matrices in the target domain. Please note that,
with the development of recommendation techniques, better
CF methods can obtain better user and item preference rep-
resentations, such as graph-based model (LightGCN [16] and
self-supervised model (VGCL [44]). Here, for a fair comparison,
we employ MF as the pre-training model.

2) Domain Preference Mapping: After obtaining the pre-
trained source domain user embeddings Us, we deploy our
proposed PMOE mapping function to learn the approximate user
embeddings. The brief process of PMOE includes user proto-
type learning via K-Means clustering, user-interacted sequence
modeling with attention network, and prototype enhanced MOE
learning. Thus, we obtain the approximated user embeddings in
the target domain Ût.

3) Model Optimization: Given the approximated user em-
beddings, we adopt task-oriented optimization [51], which is
supervised by overlapping users’ ratings in the target domain.
The supervised loss is defined as follows:

Lr =
1

|Rt
o|

∑
rij∈Rt

o

(rij − ût
iv

t
j)

2, (13)

where Rt
o = {rij |ui ∈ Uo, vtj ∈ Vt} denotes the interactions of

overlapping users in the target domain. In addition to the super-
vised rating loss, we combine our proposed PDA loss (12) to
involve the non-overlapping users in model training. Therefore,
we employ a multi-task learning framework to optimize our
proposed MACDR:

L(Θ) = Lr + αLdis + λ||Θ||22, (14)

where Lr is supervised rating prediction loss, Ldis is unsu-
pervised discriminator loss (defined as (12)). α is the balance
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parameter between two losses, λ is the regularization coefficient,
Θ is all model parameters of MACDR.

4) Inference: For the non-overlapping cold-start users in the
source domain, we first obtain their pre-trained embeddings, and
learn their approximated preference in the target domain based
on our proposed PMOE mapping. Finally, we employ the widely
used inner product to compute the score of ith cold-start user to
jth target item:

r̂ij = ût
iv

t
j . (15)

The overall implement of MACDR is illustrated in the
Algorithm 1.

Algorithm 1: The Algorithm of MACDR.
Input: Source domain interactions Rs, Target domain
interactions Rt, Overlapping users Uo;

Pre-training Stage (based on MF):
1: Learn pre-trained user and item embedding matrices U s

and V s in the source domain;
2: Learn pre-trained item embedding matrices V t in the

target domain;
Mapping Stage:
3: Compute user prototypes via K-Means (6);
4: Calculate interacted item sequences via (7)–(8);
While not converged
5: Compute the user’s target domain preference

representation using PMOE mapping via (9)–(11);
7: Calculate unsupervised discriminator loss via (12);
8: Calculate supervised rating prediction loss via (13);
9: Update all parameters according to (14).
End While
Inference Stage:

10: For a non-overlapping cold-start user us in the source
domain, we obtain the approximated preference in the
target domain (10), then compute the rating score via
(15).

E. Model Analysis

In this section, we discuss the complexity of our proposed
model in terms of space complexity and time complexity. We
use n,m to denote the number of users and items, subscripts s
and t to denote specific domains, s is the source domain, t is the
target domain, d denotes the dimension of embeddings.

1) Space Complexity: As illustrated in Algorithm 1, the
trainable parameters of MACDR are composed of two parts:
embedding parameters and network parameters. Embedding
parameters include user embeddings and item embeddings on
the source domain as well as the target domain, all embedding
parameters can be denoted asΘe = {Es

u,E
s
i ,E

t
u,E

t
i}. Network

parameters include attention network parameter Θa, prototype
enhanced mixture-of-experts (PMOE) mapping network pa-
rameters Θp = {Wg,Wh} and domain discriminator network
parameter ΘD. In fact, our model follows the pre-training-then-
mapping paradigm, while most of the pre-trained networks such
as NGCF [35] and GAT [30] require additional model parameters

to be trained. This means that the bottleneck for training space
complexity is usually in the pre-training module, and there is
not much increase in storage space when compared to current
mainstream models. Meanwhile, the pre-trained model only
needs to be trained once in both the source and the target domains
before it can be reused, which is convenient and affordable
for recommender systems. To sum up, our model needs to
learn embeddings of (ns +ms + nt +mt)d size and a few
parameters for multi-layer linear perceptron (MLP) networks.
As d � min(ns,ms, nt,mt), our proposed model can be con-
sidered fairly light.

2) Time Complexity: The total time cost consists of two parts,
pre-training and our method cost. For the pre-training phase,
training time is the same as the general CF methods. The exact
time consumption depends on the pre-trained model used(e.g.,
MF, LightGCN). For the mapping phase of our method, Our time
is consumed in three main aspects. 1) we first need to cluster
the users in the source domain and use the K-means algorithm
to get the K prototype centers of the users with a method time
complexity of O(nsdK). 2) Second, we need to train the PMOE
mapping function for overlapping users of the two domains
and sample non-overlapping users of the same prototype and
different prototypes. 3) Finally, we utilize the score prediction
loss function and discriminator loss to predict the scores of all
existing interaction records.

We implement the K-means clustering algorithm with Faiss-
GPU,1 and this operation is performed only once in the whole
training process, it cannot cause excessive time consumption.
Meanwhile, prototype sampling, mapping function learning, and
computation of losses are done on the mini-batch, considering
the sparse feedback on the target domain, the time consumption
of this step is negligible.

To further illustrate the operational efficiency of our model,
we recorded the time of a particular experiment for Task 3 in
Table III. The format shows the total time on the left and the
average time per epoch on the right. Our model has more user
and item interaction data to learn the more complex mapping
functions due to the need to sample both the same and differ-
ent prototype users. Thus it is observed that our model has a
similar runtime and convergence speed as models that need to
utilize non-overlapping entities (LACDR [34], SSCDR [18]) to
improve mapping function learning. However, compared to the
learning of mapping functions, the pre-training process of the
source and target domains tends to have more epochs and longer
time, so the running time of our method is acceptable.

V. EXPERIMENTS

A. Experiments Settings

1) Datasets: To evaluate the effectiveness of the proposed
MACDR, we conduct experiments on the large-scale Amazon
datasets [15]. Following the existing works [41], [45], [51],
we select the Amazon-5cores datasets,2 which filter users/items
with less than 5 ratings. Then, we define three CDR tasks: (1)

1[Online]. Available: https://faiss.ai/
2[Online]. Available: https://jmcauley.ucsd.edu/data/amazon/links.html/
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TABLE II
STATISTICS OF THE CROSS-DOMAIN TASKS (“OVERLAP” DENOTES THE NUMBER OF OVERLAPPING USERS)

TABLE III
THE COMPARISON OF METHODS AND RUNTIME EFFICIENCY

Task 1: Sports→Clothing; (2) Task 2: Movie→Music; (3) Task
3: Book → Movie. There are only a certain percentage of users
overlap in both domains. The statistics of three cross-domain
datasets are summarized in Table II.

2) Evaluation Metrics and Baselines: All used datasets have
explicit feedback. Users rate each item with a 0-5 score. To
evaluate the performances of the proposed MACDR with other
baselines, we employ two widely used evaluation metrics: Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE).
We compare our proposed MACDR with the following state-of-
the-art baselines:
� TGT denotes a simple MF model, which is only trained on

target domain data.
� CMF [28] is an extension of MF. In CMF, the embeddings

of users are shared across the source and target domains.
� EMCDR [25] is a classic CDR model that adopts a network

as the mapping function to transfer the user embeddings
from the source domain into the target domain.

� SSCDR [18] considers that the proportion of common users
or items between two domains is usually rare in real life,
leading to poor mapping functions. Thus, SSCDR learns
mapping functions via items in source domain in a semi-
supervised method to enhance the robustness of the learned
functions.

� LACDR [34] employs an encoder-decoder structure to
learn the mapping function by inputting all source domain
user representations. Then it aligns the low-dimension
embedding spaces of different domains, leading to better
generalization.

� PTUPCDR [51] is a state-of-the-art single-target CDR
method. Differing from EMCDR, PTUPCDR learns a
meta-network fed with users’ characteristic embeddings
to generate personalized mapping functions to achieve
personalized transfer of preferences for each user.

� HCCDR [41] generates high-quality user and item rep-
resentations through heterogeneous latent factor model-
ing, relying on diverse semantic relations. Following the
PTUPCDR framework, it employs a meta-network to learn
domain-specific transfer functions, taking into account
both individual and shared user characteristics.

3) Implement Details: We implement our MACDR model
and all baselines with Pytorch.3 We initialize all model param-
eters with a Gaussian distribution with a mean value of 0 and
a standard variance of 0.01, embedding size is fixed to 32. For
each method, We use Adam [19] as the optimizer for model
optimization, and the learning rate is tuned by grid searches
within {0.0005, 0.001, 0.005, 0.01, 0.1}. The batch size is 512
for all tasks. We adjust the number of expert networks among {1,
2, 4, 8, 16, 32}. For discriminator learning of the proposed PDA,
we tune the number of prototypes among {0, 50, 100, 150, 200,
250} and sample different prototype users with different ratios
for three tasks. Specifically, we adopt a 1:5 ratio for task1 and
1:1 for task2 and task3 due to consideration of time efficiency
and the number of overlapping users. For a fair comparison,
we use Matrix Factorization (MF) as the pre-training approach
for all models. For all parameters, we give more detailed setup
explanations and experiments in the parameter analysis.

Following [51], we randomly select a proportion of overlap-
ping users who are regarded as the bridge between the two
domains (training the mapping function). The other overlap-
ping users remove all their interactions in the target domain as
the cold-start users for evaluation. In our experiments, we set
the proportions of training overlapping users β as 20%, 50%,
and 80% of the total overlapping users, respectively. For all
baselines, we search the parameters carefully for fair compar-
isons. We repeat all experiments 5 times and report the average
results.

B. Performance Comparisons

We compare our model with seven baselines in three CDR
tasks. Table IV reports the results of MAE and RMSE [29] on
the three CDR scenarios. From Table IV, we have the following
observations:
� TGT only uses data from the trainset of target domain,

which means the test user embeddings are untrained due
to data sparsity. As a result, it can not accurately obtain
the representations of the cold-start users, resulting in poor
performance compared to other cross-domain recommen-
dation models.

3[Online]. Available: https://www.pytorch.org/
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TABLE IV
RECOMMENDATION PERFORMANCE OF OUR PROPOSED MACDR AND OTHER BASELINES

� Compared with CMF, mapping-based CDR methods have
better performances in most tasks. This demonstrates that
pre-training & mapping is an effective schema than embed-
ding sharing, either one-to-all mapping (SSCDR, EMCDR,
LACDR) or one-to-one mapping (PTUPCDR, HCCDR).

� On mapping-based methods, one-to-one mapping methods
achieve better performances compared with one-to-all in
most cases. This shows that the common preference trans-
fer is not a good choice for cross-domain recommenda-
tion. However, single one-to-one mapping methods do not
always present better performances, such as PTUPCDR
worse than LACDR under some settings. The above ob-
servations indicate that a single common or personalized
mapping is insufficient to capture the pattern of user pref-
erence transfer.

� Although SSCDR and LACDR are proposed to mitigate
the sparse supervision issue by incorporating information
of non-overlapping users or items to model training, exten-
sive experiments show that these methods do not always
perform better than EMCDR. The probable reason is that
SSCDR considers user and interaction items to be input to
the same mapping function, whereas the items in the two
domains do not overlap, making it difficult to guarantee the
quality of the mapped item representation. LACDR utilizes
all users in the source domain indiscriminately, which may
result in the transfer of useless information and sub-optimal
performances.

� Our proposed MACDR significantly outperforms all
baselines in all experimental settings, which strongly

demonstrates the effectiveness of the proposed MACDR
for cross-domain cold-start recommendation. The reasons
are twofold: Compared with single one-to-all or one-to-
one mapping-based methods, MACDR designs a PMOE
mapping module to flexibly combine the transfer pat-
terns of user common and personalized preference. Be-
sides, MACDR proposed an unsupervised PDA optimiza-
tion strategy to fully exploit non-overlapping users to
boost performances. In addition to significant performance
improvement, we observe that MACDR has more perfor-
mance gain under sparser overlapping scenarios. It strongly
verifies that our proposed PDA optimization strategy can
effectively alleviate the sparse supervision issue.

C. Ablation Study

To investigate the effectiveness of each component of our
model components, we conduct three variants of MACDR.
MACDR-w/o PDA denotes that remove the Preference Dis-
tribution Alignment optimization of MACDR and only retain
the Prototype enhanced Mixture-Of-Experts Mapping (PMOE)
Module. MACDR-w/o PMOE denotes that only use linear map-
ping function which maintains the same input as the PMOE
module and Preference Distribution Alignment optimization.
MACDR-w/o PMOE+PDA denotes that only use linear mapping
function which maintains the same input as PMOE module
and rating prediction loss. Due to space constraints, we report
the results for the three division cases in the Sports-Clothing
dataset from Table V and ablation study of MACDR on the
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TABLE V
ABLATION STUDY OF MACDR ON THE SPORTS-CLOTHING DATASET(TASK1)

TABLE VI
ABLATION STUDY OF MACDR ON THE THREE TASKS(β = 20%)

three tasks(β = 20%) from Table VI. From Table V, we observe
that MACDR-w/o PDA consistently improves MACDR-w/o
PMOE+PDA under the three modes of data division, This veri-
fies that the proposed PMOE mapping module can better com-
bine the advantages of the common and personalized mapping
functions to transfer preference knowledge. Besides, MACDR-
w/o PMOE also shows better performances than MACDR-w/o
PMOE+PDA, demonstrating the effectiveness of the unsuper-
vised Preference Distribution Alignment optimization. Further,
we find that the smaller the number of overlapping users in the
training set, the greater the boosting of the PDA optimization
strategy. This validates our view that users of the same prototype
in the source domain are also closer after mapping. PDA utilizes
non-overlapping users more rationally in the learning of the map-
ping function, which complements the sparse supervised signals
of the mapping function and mitigates the difficulty that the
mapping function heavily relies on the number of overlapping
users. Finally, MACDR consistently outperforms both variants,
proving the effectiveness of combining the two components.

From Table VI, we find consistent conclusions with Table V
that our proposed components are effective on all datasets, with
greater relative improvement for datasets with fewer overlapping
users.

Based on the above analysis, we can conclude that the proto-
type enhanced mixture-of-experts mapping module can provide
a better mapping function than a single common or personalized
function, and unsupervised preference distribution alignment
optimization makes better use of non-overlapping users in the
source domain to facilitate the learning of the mapping function.
All of our proposed modules are beneficial to cross-domain
cold-start recommendation.

D. Generality of PDA Optimization Strategy

Our proposed PDA optimization strategy is an unsupervised
optimization objective, that can easily coupled with other cross-
domain cold-start baselines. Here, we conduct experiments to

Fig. 5. Generality of PDA combined with various backbones.

exploit the generality of the proposed PDA with various back-
bones. As shown in Fig. 5, we compare four SOTA baselines and
their joint with PDA. Specifically, we select one-to-one mapping
method (EMCDR), one-to-one mapping methods (PTUPCDR,
HCCDR), and our proposed PMOE mapping method as back-
bones. Due to the space limit, we only report comparisons on two
datasets. From this figure, we can find that all CDR backbones
achieve performance improvements when joined with the PDA
optimization strategy. This indicates that our proposed PDA
optimization strategy is general to other cross-domain cold-start
models, not just our proposed PMOE mapping method. Besides,
we find that PDA contributes most in the worst backbone,
i.e., over 1.3% RMSE improvement on the EMCDR backbone.
Overall, PDA is a general component, that is flexible and easily
equipped to current mapping-based methods and boosts their
performances significantly.

E. Parameter Sensitivity

In this part, we investigate the impact of hyper-parameters
in MACDR. We first analyze the number of experts X , which
plays an important role in the PMOE mapping module. Next, we
study the impact of clustering prototype numbers K. Besides,
we explore the effect of the number of negative samples Ns for
discriminator training and the effect of loss weights α, Finally,
we explore the effect of different gate network inputs on model
performance.
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Fig. 6. Performance comparisons under different experts number X , prototype number K, negative number Ns and loss weight α.

A - Effect of Experts Numbers X . To exploit the effect of
different expert numbers, we search the parameterX in the range
of {2, 4, 8, 16, 32}. Due to space constraints, we only compare
experimental results of different expert numbers on task1 As
shown in Fig. 6(a), and other datasets with similar findings.
We observe that the best experts number is 4 in task1. That
means a small number of expert settings can achieve optimal
performances, and the size of the number of experts does not
have a particularly large impact on the final results, which we
attribute to the fact that the number of overlapping users training
the mapping function is sparse and does not require a complex
mapping network. Meanwhile, we add an L2 regularity term for
the model parameters so that they do not vary significantly even
with a larger number of model parameters. However, we find
that the performance is sensitive to the number of experts when
the data is divided in a 2:8 ratio for task1. We argue the possible
reason is that the number of overlapping users in the training set
is limited, which can easily cause overfitting of the model.

B - Effect of Prototype NumbersK. To investigate the effect of
prototype numbers, we set the prototype numbers from zero to
three hundred. Since we only cluster for all users in the source
domain one time, we don’t need to for parametric analysis of
all possible ways of dividing data for the three tasks, so we
focus on determining the optimal number of clustering centers
for one specific way of dividing the data for all three tasks.
We illustrate the experimental results in Fig. 6(b). Please note
that when K = 0 , MACDR degenerates to MACDR-w/o PDA
and the PMOE input without the user prototype embeddings.
Thus, It has the worst results. From this figure, We find that
the optimal number of prototypes varies from task to task,
and the optimal number of prototypes is larger for tasks with
a larger number of users in the source domain such as the
optimal number of prototypes is 100in task1, and 200in task2 and
task3.

C - Effect of Negative Number Ns for Discriminator. As
can be observed from Fig. 6(c), we conduct experiments to
analyze the impact of the number of negative samples for the
discriminator training. We can find that the optimal values of Ns

are different for three tasks, and we summarize the reasons as
follows. First, tasks with fewer overlapping users tend to sample
slightly larger optimal values than tasks with more overlapping
users. For example, the optimal value for task1 is 5, and the
optimal values for task2 and task3 are 1 or 2. Second, smaller
Ns samples can already achieve the optimal performances, and

TABLE VII
PERFORMANCE OF GATE NETWORK INPUTS ON TASK 1

too many Ns can lead to performance degradation, which we
argue may be since too many non-prototypical samples may lead
to some relevant prototype distributions tending to be different,
resulting in suboptimal performances.

D - Effect of Loss Weights α. As illustrated in Fig. 6(d), we
carefully tune the loss weights α on the three tasks. We observe
that MACDR achieves the best performances when α = 100
on the task1, α = 100 on the task2 and α = 10 on the task3.
Besides, when α = 0, the PDA optimization strategy is not used
and the model has the worst result. The performance increases
first and then drops quickly while α increases. It indicates that
proper unsupervised loss weights can make reasonable use of a
large number of non-overlapping users and effectively improve
the problem of sparse supervision of the mapping function, but
a too-strong unsupervised loss will lead to model optimization
neglecting the rating prediction loss.

E - Input of Gate Network. We chose to test the effect of
PMOE module variants with multiple types of gate network
inputs on the final performance of Task 1 as shown in Table VII.
We observe that PMOEd performs much lower than PMOEc,
which indicates that the inputs to the gate network do not require
pre-trained users and item sequence representations in the source
domain. PMOEc and PMOE have competitive results and are
far better than other variants, which indicates that good results
are achieved as long as the gate network contains the input
features of the user prototype representations, whereas, without
the prototype inputs, the performance drops drastically. Similar
conclusions are found for other tasks as well as for divided
dataset ratios. This validates our hypothesis that users with the
same prototypes have the same gate logits, so that the mapping
function can capture the transfer patterns of both common and
personalized user preferences, achieving the best performance.
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Fig. 7. T-SNE visualization and KL divergence values of 1000 randomly
sampled user embeddings in target-domain feature space.

F. Visualization

In this section, we analyze the user embeddings generated by
our model MACDR and two common cross-domain cold-start
recommendation models. We reveal the relationship between
ground-truth embeddings in the target domain and the transfer
embeddings obtained through various mapping functions to help
us better understand the advantages of MACDR.

We use t-SNE [10] implemented in scikit-learn package to
visualize 1000 randomly sampled test users embeddings in
task1 with β = 0.2. To obtain the best user latent factors as
ground truth, we add the test users into the train set and train
an additional TGT model (i.e, ground truth). Meanwhile, we
also calculate the KL divergence values between the various
baseline methods and the target domain ground-truth represen-
tations shown in Fig. 7, where yellow and green color denote
EMCDR and PTUPCDR models, respectively, red color denote
our model, and blue color denotes ground-truth. Ideally, the
distributions of the transformed embeddings are the same as
the target embeddings. From Fig. 7, we can observe that the
distribution of EMCDR representations is relatively central-
ized, but does not fit the true distribution of users very well,
which may be because a single and shared mapping function
between the source and target domains cannot learn the relatively
complex relationship between the source and target domains
well. PTUPCDR employs a meta-network to allow different
users to have personalized transfer functions, which alleviates
the situation that the common mapping function cannot fit the
relationship well. Since the mapping function is personalized
for different users, it is difficult to capture the correlation across
users, resulting in a diffuse distribution of representations and
sub-optimal performance. Compared with other methods, TGT
and MACDR have the smallest t-SNE visualization represen-
tation distance and KL divergence value, which implies that
our model has the best result in transferring the knowledge of
the target domain. The most important reason why MACDR
achieves competitive results is that our model combines the com-
monalities and characteristics between domains and designs an
unsupervised loss to exploit user prototypes to constrain similar
users to have similar behaviors, which gives more supervised
signals to the mapping function.

VI. CONCLUSION

In this paper, we propose a novel MACDR model for cross-
domain cold-start recommendation. Specifically, we argue that

current mapping functions are sub-optimal with strict assump-
tions, and propose a novel prototype-enhanced MOE (PMOE)
module to combine the transfer patterns of common and
personalized preferences. Besides, to alleviate the sparse super-
vision from the limited overlapping users, we propose an unsu-
pervised preference distribution alignment (PDA) optimization
based on equivariant learning. The core idea is that preference-
similar users share a closer representation distribution after
mapping. To this end, the proposed PDA optimization strategy
can involve non-overlapping users in model training, which ef-
fectively alleviates the data sparsity issue. We conduct extensive
experiments on three real-world datasets to demonstrate the
effectiveness of the proposed MACDR.

Although our framework emphasizes the importance of incor-
porating non-overlapping users for mapping function learning,
it still fails to get rid of the reliance on overlapping users.
Additionally, extending the mapping function-based learning
paradigm to multiple domains poses challenges. In the future,
we consider eliminating the limitation of overlapping users from
technical dependencies and exploring cross-domain cold-start
recommendations in scenarios without overlapping users. Mean-
while, we would like to broaden the application scenarios of our
approach to adapt multiple domains, not just dual domains.
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