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Abstract—Collaborative filtering (CF) is one of the most pop-
ular techniques for building recommender systems. To overcome
the data sparsity in CF, social recommender systems have
emerged to boost recommendation performance by utilizing social
correlation among users’ interests. Recently, inspired by the
immense success of deep learning for embedding learning, neural
network-based recommender systems have shown promising rec-
ommendation performance. Nevertheless, few researchers have
attempted to tackle the social recommendation problem with
neural models. To this end, in this paper, we design a neural
architecture that organically combines the intrinsic relation-
ship between social network structure and user–item interaction
behavior for social recommendation. Two key challenges arise in
this process: first, how to incorporate the social correlation of
users’ interests in this neural model, and second, how to design
a neural architecture to capture the unique characteristics of
user–item interaction behavior for recommendation. To tackle
these two challenges, we develop a model named collaborative
neural social recommendation (CNSR) with two parts: 1) a social
embedding part and 2) a collaborative neural recommendation
(CNR) part. In CNSR, the user embedding leverages each user’s
social embedding learned from an unsupervised deep learning
technique with social correlation regularization. The user and
item embeddings are then fed into a unique neural network with
a newly designed collaboration layer to model both the shallow
collaborative and deep complex interaction relationships between
users and items. We further propose a joint learning framework
to allow the social embedding part and the CNR part to mutu-
ally enhance each other. Finally, extensive experimental results
on two real-world datasets clearly demonstrate the effectiveness
of our proposed model.

Index Terms—Neural recommendation, social correlation,
social embedding, social recommendation.

I. INTRODUCTION

RECOMMENDER systems provide personalized item
suggestions for each user, which have been widely
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used in many applications, such as movie recommenda-
tion [5], [20], [25], e-commerce recommendation [24], travel
recommendation [26], and P2P lending recommendation [12].
Due to the explosive growth of information, collabora-
tive filtering (CF)-based recommender systems have become
extremely popular in recent years [1], [58]. CF infers each
user’s interests to items based on the collaborative behaviors
of all users without requiring the creation of explicit user
and item profiles. Among all the techniques for CF, latent
factor-based models have received significant success from
both academia and industry [20], [31], [36]. This kind of
method project each user and item into a same low latent
space, and then predict each user’s unknown preference as a
linear collaborative interaction between user and item latent
vectors, i.e., the inner product of user and item latent vec-
tors [31], [36]. Though widely studied in the past, in the
real-world applications, the performance of CF is still unsatis-
factory, especially when the user–item interaction data are very
sparse [1].

Recently, the rapid expansion of the online social network
applications pose new opportunities for CF. Living in the
social community, people like to ask friends or social con-
nections for recommendation. In fact, social scientists and
some empirical studies have converged that social network
users are correlated, i.e., a user’s preference is similar to or
influenced by her socially connected friends [2], [3]. Thus, the
social recommender systems have emerged by incorporating
the social network among users [18], [28], [33], [61]. These
models were usually based on latent factor-based models,
and varied in the form of incorporating the social correla-
tion theory in the modeling process [18], [28]. For example,
Ma et al. [28] designed a social regularization-based matrix
factorization model, where the correlation between social ties
is employed as a regularization term in the objective func-
tion. They partially solved the data sparsity issue for CF by
leveraging social network information. Thus, other researchers
extended these social recommendation models with item text
information [33], [61]. However, the interaction between users
and items in social recommender systems are nonlinear and
complex, which could not be well captured by these shallow
linear CF models. Thus, the problem of how to better represent
users’ interests from both social network and rating informa-
tion to enhance recommendation performance is still under
explored.

Luckily, deep learning-based methods have shown great
potential for automatically representation (embedding) learn-
ing and delivered state-of-the-art performance in computer
vision and language understanding domains [23], with broad
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applications such as image classification [22], language trans-
lation [40], healthcare [30], and intelligent driving [48], [49].
Thus, researchers from both industry and academia have been
in a race to apply deep learning-based methods for recom-
mender systems. Several recent works have employed deep
learning-based techniques to model auxiliary data in CF,
such as the visual content of items [57] and text descrip-
tions [47]. By leveraging the learned external embedding of
a user (item), the predicted preference of the pairwise rela-
tionship between a user and an item is still resorted to a
shallow CF practice with linear interaction function, i.e., the
inner product between user and item latent factors [31]. Instead
of modeling user–item interaction as the handcrafted shallow
linear interaction function, researchers argued that user–item
interaction behavior is complex and could be learned from neu-
ral networks [6], [15], [16]. The underlying reason for using
deep networks to model user–item interaction is that the clas-
sical shallow user–item interaction function could memorize
users’ interests by comparing similarity of users and items.
Modeling the complex interaction relationship between users
and items could generalize users’ preference prediction that is
not captured by the shallow interaction function [6]. To avoid
over-generalization of users’ interests with deep models, these
works showed that there are complementary advantages of
modeling user–item interaction behavior with classical shal-
low CF models and deep neural architecture [6], [15], [16].
Hence, combining the results of these two parts would fur-
ther improve recommendation performance [6], [14], [16].
Nevertheless, to the best of our knowledge, few have
attempted to tackle the social recommendation task with
neural models.

To this end, in this paper, we propose to design a neural
network-based approach for social recommendation. This is
a nontrivial task due to the difficulty of designing a neural
architecture that organically combines the intrinsic relation-
ship of social network structure and user–item interaction
behavior in a unified recommendation framework. On one
hand, social network contains rich correlated interest behav-
iors among users, and few deep learning models have been
proposed to capture this social correlation theory for user
interest modeling. Therefore, the social network differs from
other kinds of auxiliary data (such as item visual content
and text descriptions) in recommender systems that can be
pretrained and obtained by mature text and image process-
ing models [34], [41]. How do we capture the unique social
interest correlation property in a unified neural recommen-
dation? On the other hand, though there are reinforcement
relationships between the shallow linear user–item interaction
model and complex deep interaction model for recommenda-
tion, previous works tackled it by training a CF model and
a deep neural network separately and then combining these
two parts [6], [16]. Can the designed deep neural network
model combine both the shallow collaborative and complex
deep user–item interaction relationship in a unified framework
for recommendation?

To tackle the above two challenges, we develop a deep neu-
ral model named collaborative neural social recommendation
(CNSR), which jointly incorporates the unique characteristic

of social network structure and user–item interaction in a
unified model for social recommendation. Specifically, we
represent each user and each item with a low latent embed-
ding, which resembles the latent factors of users and items
in classical CF models [36]. To utilize the social correlation
among users in a social network, the user embedding leverages
each user’s social embedding learned from an unsupervised
deep learning technique with social correlation theory-based
regularization. Then, the user and item embeddings are fed
into a unique deep neural network structure to model the
deep complex relationships between users and items. In the
meantime, the linear collaborative behavior is also explicitly
incorporated in the deep architecture with a designed collab-
oration layer. Thus, the complex nonlinear and collaborative
linear relationship between users and items are modeled in
the proposed unified architecture. Given the proposed neural
architecture, we design a joint learning framework that allows
the social embedding part and the collaborative recommen-
dation part to mutually enhance each other. In summary, the
main contributions of this paper are as follows.

1) We propose a unified neural-based CNSR model
for social recommender systems. Specifically, CNSR
captures the social correlation of users’ interests.
Furthermore, it has a neural architecture that mod-
els both the shallow collaborative and deep complex
interaction relationships between users and items for
better recommendation performance.

2) We design an effective joint learning algorithm for
CNSR. Thus, both the social embedding part and the
collaborative neural part could mutually enhance each
other. Besides, we also design a loosely learning algo-
rithm for CNSR, which is more time efficient with a
little loss in recommendation accuracy.

3) We compare the proposed model with many state-of-
the-art baselines. The experimental results clearly show
the superiority of our proposed model.

II. RELATED WORK AND PRELIMINARIES

We summarize the related work into three categories: 1) the
classical CF models for recommendation; 2) the deep learning-
based recommendation; and 3) social recommendation.

A. Collaborative Filtering

CF suggests personalized item recommendations that a tar-
get user may be interested in based on the crowd users’
historical behavior [1]. Among all CF techniques, the latent
factor models are the most popular techniques due to their
relatively high performance [8], [21], [31], [36]. Specifically,
given a sparse user–item interaction matrix R, the latent factor
models embed each user and each item in a same latent space.
Then, the predicted preference r̂ij is calculated as the linear
collaborative interaction between user i’s embedding Ui and
item j’s embedding Vj [31], [36]

r̂ij = U′
i × Vj. (1)
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In real-world applications, a common scenario is that users
only implicitly express their behaviors of action or inac-
tion (e.g., click or not click and buy or not buy). In this paper,
we also consider the more practical problem of utilizing users’
implicit feedback for item recommendation task. To directly
optimize the ranking purpose of users’ action or inaction in
the rating matrix, BPR is proposed to design a ranking-based
optimization function based on the predicted linear interaction
rating in (1) [36]. These CF models captured the collabora-
tion behavior of users and items and thus yielded great success
in many applications in the past. Much research efforts have
been devoted to enhancing these CF models, such as com-
bining it with item topics [45], and extending it to a generic
factorization machine without feature engineering efforts [35].

B. Deep Learning-Based Recommendation

Deep learning applies artificial neural networks to auto-
matically learn multiple levels of feature representations
of objects [23]. Due to the success of deep learning-
based techniques in solving complex tasks, such as com-
puter vision [22], [49] and natural language processing [40],
researchers have been in a race to apply deep learning-based
techniques for recommender systems [6], [7], [16], [47], [59].
Among all deep learning-based techniques, autoencoder pro-
vides an unsupervised technique to low-dimensional data
representation and is well researched in recommender
systems [44], [47]. By assuming the rating matrix R as a cor-
rupted input of user preferences to items, AutoRec provided
a variant of autoencoder that encoded hidden user represen-
tations from R and then decoded users’ predicted preferences
to unknown items in the output layer [37]. A similar idea
of user representation learning from autoencoder has also
been applied to the user representation learning in user–user
interaction social network [56]. In fact, researchers showed
that the denoising autoencoder for recommendation is actually
a generalization of several well-known CF techniques [54].
Researchers have also applied various deep learning tech-
niques for automatic feature learning from the auxiliary data in
CF, such as visual images of items [50], text descriptions [47],
and heterogeneous data sources [11], [57]. By leveraging the
learned external embedding of a user (item), the predicted pref-
erence of a user to an item is still resorted to a shallow CF
practice, i.e., the inner product of the user embedding and
the item embedding (1). In contrast, some researchers argued
that the user–item interaction behavior is complex and could
not be fully captured by the handcrafted collaborative lin-
ear interaction between users and items. Thus, some recent
studies proposed to adopt the deep neural network architec-
ture to learn the complex interaction relationships between
users and items [6], [16], [55]. To better generalize deep
learning models for recommendation with various features,
DeepFM [14] and NFM [15] are proposed to combine the
power of factorization machines (FMs) for recommendation
and deep learning for feature leaning in the neural network
structure. Most of these studies experimentally validated that
considering both the shallow collaborative linear interaction
of user–item behavior and the complex deep relationships

simultaneously would improve over the cases of considering
either alone [6], [14], [16]. Despite the encouraging results of
neural-based recommendation, to the best of our knowledge,
few have explored the possibility of designing neural-based
models for social recommendation.

C. Social Recommendation

Social scientists have long converged that a user’s
preference is similar to her social connections with the
social correlation theories of homophily and social influ-
ence [2], [10], [18], [42], [53]. With the increasing popularity
of online social networking platforms, the social network
information has become an effective data source to alle-
viate data sparsity problem and enhance recommendation
performance [42]. Since the latent factor-based models per-
form better than the neighborhood-based methods in CF, a
popular direction is how to design more sophisticated latent
factor-based social recommendation models. For example,
Ma et al. [27], [28] proposed a latent factor-based framework
with social regularization for recommendation. SocialMF is
proposed to incorporate the social influence theory into clas-
sical latent factor-based models [18]. By treating each user’s
social connections’ preferences of an item as the auxiliary
feedback of this user, researchers proposed a trust-based latent
factor-based model that leveraged the auxiliary feedback [13].
With the observation that users tend to assign higher rankings
to items that their friends prefer, a personalized ranking-based
social recommendation is proposed that extends the classical
BPR model with the observation [60]. Researchers also argued
that both positive and negative links in social networks provide
valuable clues for recommendation performance [10]. These
social recommendation algorithms have also been extended
to incorporate rich context information, such as social cir-
cle [33] and item content [61]. Since the performance of
these latent factor-based models for social recommendation
relied on the initialization of user and item latent factors,
researchers proposed to apply autoencoder, an unsupervised
deep learning technique in initialization [9]. These models
showed improved performance over classical recommendation
models. Nevertheless, few have explored the possibility of
designing deep learning-based social recommendation mod-
els. Recently, neural social collaborative ranking is proposed
to solve the problem of bridging a few overlapping users in
the two domains of the social network domain and information
domain [52]. Researchers also proposed to use deep learning
models to model the social influence strength for temporal
social recommendation [39]. This paper on social recommen-
dation differs from these works as we focus on the general
setting a social platform when the temporal information is not
available, and both the social network and user–item behavior
are in a same platform.

III. PROPOSED MODEL

In a social recommender system, suppose there are a userset
U (|U| = N) and an itemset V (|V| = M). Let the rating matrix
R ∈ R

N×M denote the implicit feedback of users to items,
with rij = 1 representing that user i is interested in item j.
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(a) (b)

Fig. 1. Overall architecture of CNSR. (a) Social correlation-based embed-
ding. (b) CNR with social embedding.

Otherwise, user i does not rate item j with rij = 0. Besides,
users follow other users to form a user–user social matrix S ∈
R

N×N , with ski = 1 if user i follows user k; otherwise, it equals
0. Thus, each user i’s ego social structure can be represented as
the ith column of S, i.e., Si ∈ R

N . Given a userset U, an itemset
V , with the corresponding social matrix S and rating matrix
R, the overall goal of social recommendation is to predict
each user i’s preferences to the unrated items and then select
a top-K list of items that have the highest predicted ratings.

A. Overall Structure of CNSR

In this section, we describe the proposed CNSR model
for social recommendation. We present the architecture of
CNSR in Fig. 1, which is composed of two parts: 1) a social
correlation-based embedding part and 2) a collaborative neural
recommendation (CNR) part. Taking the social network struc-
ture S as input, the social correlation-based embedding part
learns the social interest embedding Hi of each user i from an
unsupervised deep learning technique with social correlation
regularization. With the parameters of user offset embedding
P and the item embedding matrix Q, the output of the social
embedding part H is then fed into a CNR part to predict the
user–item preference r̂ij. Next, we would introduce the social
embedding part and the collaborative neural architecture in
detail, followed by the joint learning framework.

1) Social Correlation-Based Embedding: The social
interest embedding task deals with the problem of embedding
a social network S of users into a low-dimensional interest
embedding space, such that the connected users have similar
vector representations. In this part, we show how to model
the unique social correlation among users’ interest in a social
network with deep learning-based models. The deep learning-
based models show the advantage of capturing nonlinear,
complex features compared to other feature extraction tech-
niques [23]. We choose an unsupervised deep learning model,
i.e., autoencoder, as the base model for the social embedding
learning as it is well recognized as a building block for deep
learning and has received great success for feature representa-
tion learning in various tasks [37], [44], [47]. We put emphasis

on how to incorporate the social correlation theory among
users in a social network in autoencoder-based approach for
better social interest embedding learning. The learned social
interest embedding could complement the user interest embed-
ding in the second stage, thus organically alleviating data
sparsity problem of CF by mining the unique characteristics
of social networks and achieving better performance of social
recommendation.

Specifically, an autoencoder is an unsupervised feed-
forward neural network for learning a compressed nonlinear
representation (encoding) from a set of high-dimensional
data [44]. The structure of autoencoder is shown in the left
part of Fig. 1, which consists of an encoder part that maps
the input vector into a hidden space and a decoder part that
reconstructs the input data from the hidden representation. In a
social network, given the social matrix S, our goal is to learn a
low-dimensional social embedding matrix H ∈ R

D×N , where
each user i’s social embedding is denoted as the ith column
of this embedding matrix, i.e., Hi. The encoder and decoder
part can be mathematically formulated as follows:

Encoder: Hi = f (A × Si + a)

Decoder: Ŝi = f ′(A′ × Hi + a′) (2)

where Hi ∈ R
D is the hidden social embedding of user input

Si, and Ŝi is the reconstructed vector of Si. f (x) and f ′(x) are
nonlinear functions. [A, A′ ∈ R

N×D, a ∈ R
D, a′ ∈ R

N] are the
parameters that need to be learned. Usually, the parameters
in an autoencoder are trained to minimize the reconstruction
error between the input S and predicted output Ŝ.

In online social platforms, two important social theories
exist: 1) the homophily theory states that users would like
to connect to others who have similar preferences as them
in the past [29] and 2) the social influence theory reveals
the phenomenon that the actions of a user can induce his/her
friends to behave in a similar way [3]. Both theories would
lead to the social correlation phenomenon among users, i.e.,
a user’s characteristic (e.g., preference and behavior) is cor-
related to her social affiliations. This phenomenon is well
supported by many empirical studies and has been well recog-
nized as a foundation for social recommendation [2], [3], [42].
Thus, instead of simply defining the social embedding loss
function as the reconstruction error between inputs and out-
puts with the autoencoder framework, we formulate a social
correlation-based embedding loss function as

minL
(

S, Ŝ
)

= −
N∑

i=1

{
N∑

k=1

[
ski log

(
ŝki

) + (1 − ski) log
(
1 − ŝki

)]
}

+ β

N∑

i=1

N∑

k=1

ski‖Hi − Hk‖2
F. (3)

In the above loss function, similar to many autoencoder-
based embedding models, the first term captures the training
reconstruction error with log-loss function. In practice, differ-
ent kinds of loss functions could be applied to the above social
embedding construction loss, such as the squared loss [31], the
log loss [16], and the ranking-based loss function [36]. Since
the social connection matrix contains binary values, we select

Authorized licensed use limited to: HEFEI UNIVERSITY OF TECHNOLOGY. Downloaded on February 28,2021 at 12:57:01 UTC from IEEE Xplore.  Restrictions apply. 



468 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 51, NO. 1, JANUARY 2021

the widely used log loss function for modeling, which can
be seen as the negative log-likelihood of the binary outputs
with a Bernoulli distribution. The second term regularizes the
social embedding with social correlation theory. Specifically,
if user i follows user k (i.e., ski = 1), i either has similar
interests with k or is influenced by k, leading to the correlated
behavior between this pair of users. We put a social correlation
regularization term to minimize the social interest embedding
difference between them. This social correlation-based regu-
larization formulation also applies to the undirected friendship
network. Under the undirected friendship network, if user i and
user k are friends (i.e., sik = 1 and ski = 1), then the social
correlation regularization appears in both i’s social embedding
regularization and k’s social embedding regularization. In the
above loss function, β is a balance parameter that controls
the relative importance of the two terms. The larger the β, the
more we rely on the social regularization for the social embed-
ding process. Specifically, if β = 0, the social embedding part
degenerates to a classical autoencoder.

Please note that, in fact, the network embedding learn-
ing is a rather hot research topic with numerous modeling
techniques [43], [46], [51]. However, these embedding works
focused on how to model the generalized structure of graphs.
We put emphasis on how to extract useful social interest
embeddings of users from a social network by incorporat-
ing social correlation theory among users’ interests in the
social network structure with deep learning techniques. We
would illustrate how to leverage the learned social embed-
ding to strength recommendation in our proposed neural
architecture in a unified learning framework, and leave the
exploration of various social embedding techniques in the
future work.

2) Collaborative Neural Recommendation: The CNR part
is shown on the right in Fig. 1, which takes each user–item pair
(i, j) as input with the auxiliary social embedding vector Hi,
and generates the predicted rating r̂ij in the output layer. This
part contains five layers: 1) the input layer; 2) the embedding
layer; 3) the collaboration layer; 4) the hidden layers; and
5) the output layer. Above the input layer is an embedding
layer that projects each user and item into a dense latent space.
This embedding layer could be seen as performing the latent
modeling of users and items in traditional CF tasks [21], [36].
Then, we merge the user embedding, the item embedding, and
collaborative interaction between user–item embeddings into a
proposed collaboration layer to explicitly model the linear col-
laborative interaction behavior in recommender systems. The
collaboration layer is further fed into a feed-forward neural
network with multiple hidden layers to automatically learn
the complex relationships between users and items for recom-
mendation. The final output layer is a softmax function that
generates the predicted rating r̂ij from the output of the hidden
layers. Particularly, there are two key components in this part.
On one hand, by expanding the user embedding with the social
interest embedding matrix, the recommendation task can par-
tially alleviate the cold start problem by organically combining
the social network information. On the other hand, above the
embedding layer, we propose a unique collaboration layer that
explicitly models the shallow collaborative interaction between

users and items. This operation results in an informative repre-
sentation in the low layers in the proposed neural architecture,
facilitating the following deep architectures to learn the nonlin-
ear complex relationships between user and item interactions.
Thus, the proposed architecture could capture both the shal-
low linear and deep complex relationships in a unified model.
Next, we would explain these layers in detail.

Input Layer: In a social recommendation task, the input is a
sparse user–item interaction matrix R with the auxiliary user–
user interaction matrix S. To keep track of the total N users
and M items for recommendation, a simple yet commonly
adopted idea is to represent each user and each item with one
hot encoding representing their identities [16], [35].

Embedding Layer: The embedding layer learns the low-
latent representations of users and items given the input data,
which can be seen as performing the latent factor learning
in classical CF models [36]. Let U ∈ R

D×N and V ∈ R
D×M

denote the user latent matrix and item latent matrix. Given the
one hot representations of users and items, the corresponding
user and item latent vectors are Ui and Vj for user i and item
j, respectively. In an online social platform, we assume each
user’s embedding is composed of two parts: a social embed-
ding part H that could be captured by the social correlation
phenomenon of users’ interests in the social network. Besides,
each user has her unique interest, which could not be mod-
eled in the social network. The offset embedding matrix P
captures users’ unique latent preferences. Then, each user i’s
embedding Ui could be reformulated as a combination of the
parts as

Ui = Hi + Pi. (4)

In the above equation, specifically, when the social network
structure S is not available, i.e., H = 0, each user i’s
latent interest embedding Ui degenerates to Pi. Under this
circumstance, the offset embedding matrix P represents the
embedding of each user, which is equal to the base user
embedding matrix in latent factor-based recommendation mod-
els [16], [36].

Collaboration Layer: We design the collaboration layer to
capture the shallow linear user–item interaction in the low
layer of the proposed neural architecture. Specifically, given
user and item embeddings, the lth input of user–item pair (i, j)
is defined as

Xl = [
Ui, Vj, Ui ◦ Vj

]
(5)

where ◦ denotes the element-wise product of two vectors.
This layer captures the domain knowledge that is related to
the user–item interaction score rij. Specifically, [Ui, Vj] is the
concatenation vector of the user–item pair, which is widely
used for automatically learning user–item complex relation-
ships in the hidden layers in deep learning models [16], [55].
Besides, we also directly model the collaborative user–item
interaction behavior as the element-wise product of their cor-
responding embeddings: Ui ◦Vj and concatenate this vector in
the collaboration layer. Someone may argue that it is unnec-
essary to add the collaboration vector Ui ◦ Vj in this layer, as
the future hidden layers can automatically learn the collabo-
rative behavior between users and items. However, we argue
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that a key weakness of simply concatenating user and item
embeddings is that it carries little information about the shal-
low collaborative user–item interaction behavior in the low
level. Then the neural network needs to rely on the higher lay-
ers to learn meaningful interactions between users and items,
which is unfortunately difficult to train in practice [23]. To
solve this problem, we directly model the collaborative user–
item interaction behavior as the element-wise product of their
corresponding embeddings: Ui ◦Vj and concatenate this vector
in the collaboration layer. We would perform experiments to
show the soundness of the collaboration layer later.

Hidden Layers: Besides the shallow collaborative
interaction, to model the complex relationships of user–
item pairs, we feed the output of the collaboration layer into
a fully connected feed-forward neural network with multiple
hidden layers. These multilayered feedforward networks are
useful as they are demonstrated to be able to approximate any
measurable function [17]. Specifically, the first hidden layer
takes the shallow collaborative interaction layer as input,
and the following layers take the output of previous layer
as input. Thus, the hidden layers could learn the complex
relationship with a greedy layer-by-layer method. The higher
layers could learn more abstract concepts from the lower
layers. The number of hidden layers controls the complexity
of the multilayer neural network.

Given the output Xl of the collaboration layer, the output of
the f th hidden layer, denoted as hf (Xl), is a nonlinear feature
transformation of the previous (f − 1)th hidden layer

hf (Xl) = σ
(

Wf × h(f −1)(Xl) + b(f )
)

(6)

where Wf and bf are the parameters of the f th hidden layer.
σ(x) is a nonlinear activation function. In this paper, we adopt
the widely used rectifier linear unit (ReLU) activation function
as σ(x) = max(0, x) [23].

Softmax Layer With Output: To predict the final rating pref-
erence r̂ij that ranges from [0, 1], the last hidden layer is then
fed into the output layer with a softmax function for prediction.
Specifically, combing all the above variables, the predicted
output is defined as

r̂ij = f
(
WF × hF(Xl) + bF)

hF(Xl) = hF
(
· · · h2

(
h1([Ui, Vj, Ui ◦ Vj

])))
. (7)

Note that the softmax function is set as f (x) = [2/(1 +
e−x)] − 1 to ensure the predicted output ranges from [0, 1] as
x ≥ 0 when the activation function is set as ReLU.

B. Joint Model Learning Framework

In this section, we introduce how to design a joint learn-
ing framework for parameter learning. Specifically, given the
model parameter set � = [A, A′, a, a′, P, V, [Wf , bf ]F

f =1]],
the final objective function is composed of two parts:

min
�

L = L
(

R, R̂
)

+ αL
(

S, Ŝ
)

(8)

where the first part captures the loss between the predicted
rating R̂ = [r̂ij] and R, and the second part models the social
embedding loss as defined in (3). α is a balance parameter

Algorithm 1 Joint Training Algorithm for CNSR

Input: Rating matrix R and social matrix S;
Output: Model parameter set �;

1: Initialize model parameter set � with small random
values;

2: while Not converged do
3: for All users i ∈ U do
4: Calculate social embedding Hi (Eq. (2));
5: Calculate Ui in the embedding layer (Eq. (4));
6: for Each user-item (i, j) pair from user i do
7: Calculate Xl of the collaboration layer (Eq. (5));
8: Claculate hf (Xl) of the hidden layers (Eq. (6));
9: Calculate r̂ij of the output layer (Eq. (7));

10: end for
11: Update all parameters in the objective func-

tion (Eq. (10)) using back-propagation;
12: end for
13: end while
14: Return model parameter set �;

that fuses these two loss functions. Since we focus on implicit
feedback of users, we also select the log loss function for the
rating modeling

min
�

L
(

R, R̂
)

= −
N∑

i=1

M∑

j=1

[
rij log

(
r̂ij

) + (
1 − rij

)
log

(
1 − r̂ij

)]
.

(9)

Combining (3) and (9), the final objective function is
defined as

min
�

L = −
N∑

i=1

M∑

j=1

[
rij log

(
r̂ij

) + (
1 − rij

)
log

(
1 − r̂ij

)]

+ α

N∑

i=1

N∑

k=1

[−ski log
(
ŝki

) − (1 − ski) log
(
1 − ŝki

)]

+ α

N∑

i=1

[

β

N∑

k=1

ski‖Hi − Hk‖2
F

]

. (10)

For model learning, we propose to train all model param-
eters � in a joint framework. We call this approach as joint
training. In other words, joint training optimizes the param-
eters in the social embedding part (with the parameter set
�s = [A, A′, a, a′]) and the collaborative neural embedding
part (�a = [P, V, [Wf , bf ]F

f =1]]) simultaneously at the train-
ing time. In this way, the two parts could mutually influence
each other and improve the overall performance. An alterna-
tive solution is train the social correlation-based representation
learning first (with the parameter set �s = [A, A′, a, a′]),
and then fine-tune CNSR from the rating information with
the remaining parameters �a with fixed �s. In fact, the sec-
ond approach works as the pretraining and fine tuning of the
deep learning [4]. We call this alternative approach as loosely
training. In this loosely approach, the rating prediction pro-
cess entirely relies on the social embedding part while the
social embedding part could not benefit from rating informa-
tion. We would show the superiority of joint training in the
experimental part.
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We implement CNSR with TensorFlow1 to jointly train
model parameters by performing stochastic gradient descent
with mini-batch Adam [19]. The joint training algorithm of
CNSR is shown in Algorithm 1. Specifically, since we only
have the observed positive feedback of value 1 with large miss-
ing values of 0 in both the rating matrix R and the social
matrix S, we undersample some negative values from the
missing data during model training process. Particularly, for
each positive value, we randomly select five missing values as
observed pseudo negative values at each iteration of the learn-
ing process. Since the sampling process is random and each
time the negative samples change, each missing value gives
very weak negative signal [32].

Dropout Training: While a deep neural network that con-
tains multiple hidden layers is powerful to learn arbitrary
relationship between its input and output, it is easy to over-
fit the training data. Dropout is a technique that significantly
reduces overfitting and gives major improvements over other
regularization methods [38]. Specifically, the key idea of
dropout is to randomly drop a ratio of neurons and their con-
nections from the neural network in the training process. The
rationale is that this random dropout procedure prevents com-
plex co-adaptations of neurons in which a neuron is only
helpful in the context of several other units. In practice, in
each iteration of CNSR, we set a dropout ratio ρ and per-
forms dropout on the collaboration and hidden layers to reduce
overfitting.

C. Discussion

The proposed CNSR model has two key characteristics.
1) We propose a social correlation-based interest embed-

ding part that captures the social correlation among
users’ interest to strengthen the user embedding learning
in a unified framework.

2) In the deep neural architecture, we design a unique
collaboration layer to explicitly capture the shallow
user–item relationship in CF tasks, and feed this layer
into a multilayer connected deep network to learn the
complex relationship between users and items.

Thus, both the shallow linear interaction behavior and the
complex nonlinear interaction behavior between user and item
pairs are well captured in a unified framework.

To the best of our knowledge, few research works have
applied neural models for social recommendation. If we omit
the social embedding part in the proposed CNSR model, i.e.,
each user i’s social embedding Hi equals to zero, and embed-
ding vector Ui degenerates to Pi with no social embedding
enhancement. We call this degenerated version of CNSR as
CNR. Please note that CNR is also a model proposed by us.
In the following, we analyze the detailed properties of CNR.

Generalization of Latent Factor Models: The classical latent
factor-based models consider the shallow linear relationship
between user and item latent vectors [31], [36]. If we omit the
social embedding part (Hi = 0) and the hidden layers (F = 0
for the hidden layers) in the CNSR architecture, it is reduced

1https://www.tensorflow.org/

to the generalized latent factor-based models as

r̂ij = f
(

h0([Ui, Vj, Ui ◦ Vj
]))

= f
(
WU × Ui + WV × Vj + WI × (

Ui ◦ Vj
))

where WU ∈ R
D and WV ∈ R

D captures the user and
item bias from their corresponding embeddings. The third part
WI ∈ R

D models the shallow interaction between users and
items, where the kth dimension of WI denotes the importance
of this latent dimension. If we set WU = [0, . . . , 0], WV =
[0, . . . , 0], WI = [1, . . . , 1], the above prediction function
degenerates to the inner product of user and item latent vec-
tor (r̂ij = f (U′

i × Vj), which is the prediction function in
classical latent factor-based models [31], [36].

Relations to Related Deep Neural Models: Our proposed
simple model CNR has a similar multilayered neural
architecture with several deep learning models, such as
Wide&Deep [6], NeuMF [16], DeepFM [14], and NFM [15].
Among them, the first three related models are all composed
of outputs of two models: 1) a shallow linear model to depict
the simple linear relationship and 2) a deep neural network to
model complex interaction relationship. The intuition of com-
bining the outputs from a shallow linear model and a deep
nonlinear model for the prediction task is that: the shallow
linear model could memorize the low level interactions among
users and items, and the deep nonlinear model could gener-
alize to the complex nonlinear interactions that are hard to
interpret with prior human engineering. Thus, combining the
two parts would lead to better performance than either alone.

Specifically, NeuMF is most similar to CNR as both mod-
els take user–item interaction records as input. NeuMF is
composed of a shallow latent factor model and a classical
multilayered neural network with the concatenation of user
embedding and item embedding as input, and the outputs of
the latent factor model and the neural network are combined
together for recommendation [16]. Wide&Deep and DeepFM
applied to the scenario where the input includes different kinds
of sparse auxiliary features, and the shallow part is modeled
as a linear regression in Wide&Deep and an FM in DeepFM.
Instead, our simplified model CNR differs from these works
by designing a single model with a proposed collaboration
layer in the low layers of the neural network. This results in
a much more informative representation in the lower layers of
the neural network, greatly helping the higher layers to learn
nonlinear complex relationships. Thus, both the linear collabo-
ration behavior and the nonlinear complex behavior are jointly
modeled in a unified framework, avoiding the human labor of
training two parts.

NFM is a recently proposed neural model for recommenda-
tion that generalizes FM [35] by taking user–item interaction
records and the sparse categorical variables as input [15]. The
key idea of NFM is a new designed bilinear interaction pool-
ing layer; thus, NMF enhances FM by modeling nonlinear
feature interactions. Meanwhile, NFM also preserves the lin-
ear computational time complexity of FM. Specifically, given
user i and item j without any other features, the bilinear pool-
ing layer in NFM degenerates to the element-wise product of
the user embedding Uj and item embedding Vj as: Ui ◦ Vj.
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TABLE I
STATISTICS OF THE TWO DATASETS

Our designed collaboration layer is more informative under
this circumstance as we also concatenate the corresponding
user embedding and item embedding in the proposed collab-
oration layer. Thus, the future hidden layers could learn the
complex interactions between Ui and Vj that are not captured
by NFM. Nevertheless, when applying our proposed model
to the general setting with various features, the time com-
plexity increases. In summary, as the input data are different,
our model design is different from NFM, as NFM shows its
strength that models categorial data with linear time while our
model focuses on the input data with user–item interaction
records.

IV. EXPERIMENTS

A. Data Description and Experimental Setup

We experiment with two public datasets: Flixster [18] and
Douban.2 On both datasets, we select users that have at least
five rating records and five social links. After that, we filter out
items that have been rated less than five times. Since we focus
on implicit feedback of users, similar to many recent research
works, each entry in the rating matrix is marked as 0 or 1,
indicating whether the user has rated the item or not [16], [36].
Table I shows the statistics of the datasets after pruning.

Baselines: We compare our proposed model with the
following baselines: BPR [36], SocialMF [18], SR [28],
AutoRec [37], and NeuMF [16]. Specifically, BPR is a compet-
itive method for CF with binary inputs [36]. SocialMF [18] and
SR [28] are two state-of-the-art latent factor models for social
recommendation. AutoRec provides an autoencoder-based
framework for recommendation [37]. NeuMF provides a neu-
ral approach for CF and further linearly combines the neural
results with classical CF model to enhance performance [16].
We choose AutoRec and NeuMF as they are two state-of-the-
art deep learning models with competitive performance. As
some of these baselines are designed for the rating prediction
problem with a squared loss function, for fair comparison, we
change the squared loss to the log loss function (9) that is
more suitable for implicit feedback.

Besides, to better show the effectiveness, we devise two
simplified versions of CNSR: a neural social recommendation
(NSR) model that does not consider the shallow user–item
interaction in the collaboration layer, i.e., Xl = [Ui, Vj] for
the lth rating record, and a CNR model that does not incorpo-
rate the social embedding for recommendation, i.e., Hi equals
zero for each user. We use two training methods for CNSR
as shown in Section III-B, a joint training approach named
CNSR_J and a loosely training approach as CNSR_L.

Please note that there are some other neural recommenda-
tion models as mentioned before, i.e., Wide&Deep [6] and

2https://goo.gl/GUPEZp

DeepFM [14]. These two models shared similar parts as the
NeuMF baseline, and they need extra profiles and item con-
tent for recommendation. Hence, we do not choose them as
baselines. We also do not show the results of NFM [15] as
it degenerates to a simplified version of our proposed CNR
model, and NFM usually performs a little worse than CNR
when only user–item interaction data are available.

Evaluation Metrics: In model validation process, we ran-
domly select 80% of the rating records as the training data,
10% as the validation data, and the remaining 10% as the
test data. As the user size is huge, it is inefficient to take
all users as candidates to generate the top-K recommenda-
tions. We tackle this issue as widely used in the ranking-based
recommendation tasks: for each test user, we randomly sam-
ple 1000 unrated items in the training data. Then we mix
the records in the validation set and the test set with the
samples together to select the top-K recommendation results.
This process is repeated ten times and we report the aver-
age results [20]. We select the hit ratio (HR) and normalized
discounted cumulative gain (NDCG) metrics to measure the
top-K ranking performance. Specifically, HR measures the per-
centage of ranked items that are liked by users. For each user i,
suppose Ti is the itemset that i likes in the test data, and Oi is
the predicted top-K ranking list. Then, for each user, the HRi

measure is defined as

HRi =
∑K

j=1 ITi

(
Oij

)

|Ti ∪ Oi| (11)

where Oij denotes the jth element in the list Oi. IA(x) is an
indicator function that equals 1 if x ∈ A; otherwise, it equals 0.
After that, the overall HR score is the average of each user’s
HRi. Instead of treating the hit items as equally important
in the HR measure, the NDCG measure gives a higher score
to the hit items that are ranked higher in a ranking list. For
each user i, we first calculate the discounted cummulative gain
(DCG) as

DCGi =
K∑

j=1

ITi

(
Oij

)

log2(j + 1)
. (12)

The NDCG value of user i is computed as a normalized
value of the DCG:

NDCGi = DCGi

IDCGi
(13)

where IDCG is the ideal discounted cumulative gain as
IDCGi = ∑|Ti|

l=1(1/[ log2(l + 1)]).
Parameter Setting: We set the parameters of CNSR with

the following values: the dimension of user embeddings and
item embeddings is set as D = 64, and the number of hidden
layers is set as 2 with each layer’s size as: 64 → 32. The
dropout rate is set as ρ = 0.2 for default. For the regulariza-
tion parameters, the α = 0.1 on both datasets, and β = 0.3
on Flixster and β = 0.2 on Douban. Due to the nonconvexity
of our proposed model, we initialize the P and Q values from
the baseline of BPR [36]. For fair comparison, all parame-
ters in the baselines are tuned to ensure the best performance.
For example, we perform the same pretraining technique as
introduced in NeuMF [16] to ensure the fair comparison.
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(a) (b)

Fig. 2. Overall performance on Flixster. The improvements of CNSR_L and CNSR_J over the baselines pass the t-test at a confidence level of 0.01 (better
viewed in color). (a) HR@K. (b) NDCG@K.

(a) (b)

Fig. 3. Overall performance on Douban. The improvements of CNSR_L and CNSR_J over the baselines pass the t-test at a confidence level of 0.01 (better
viewed in color). (a) HR@K. (b) NDCG@K.

B. Overall Performance

Effectiveness: Figs. 2 and 3 show the performance of differ-
ent methods on HR@K and NDCG@K on the two datasets.
As can be seen from both figures, our proposed method
CNSR always performs the best. NeuMF shows the best
results among all models that only utilize user–item interaction
records. The SocialMF and SR baseline improve over BPR,
showing the effectiveness of incorporating social network
information. When top-K list equals 5, the improvement of
CNSR over NeuMF is more than 15% on NDCG metric and
12% on HR metric on Flixster. As K increases, we observe
that the improvement trend of CNSR over baselines decreases
and the NDCG metric always has larger improvement over
HR. We guess a possible reason is that NDCG considers the
ranking position of the hit items, and our proposed CNSR
model can better predict the items that are in the top positions
in the ranking list.

Next, we compare CNSR with our proposed two simplifica-
tions, CNR and NSR. NSR that does not consider the shallow
collaboration between users and items performs badly on both
datasets. A possible reason is that, as the shallow collabora-
tion behavior between users and items is ignored by NSR, the
hidden layers could not learn a reliable user–item interaction
from the raw data. This empirical observation also validates
the importance of combining the shallow user–item interaction
in neural-based recommendation models. This is also the
reason why many neural network-based recommendation

TABLE II
RUNTIME OF ALL MODELS IN EACH ITERATION (SECONDS)

methods combined a separate classical shallow recommenda-
tion model [6], [14], [16]. The performance of CNR is worse
than CNSR; however, it competes over all baselines. Based
on these two observations, we conclude that the collaboration
layer in CNSR is very critical to capture the shallow col-
laborative user–item interaction behavior for prediction. Also,
leveraging the social embeddings could further improve the
recommendation performance in our proposed CNSR model.
Last but not least, when comparing the two training methods
of CNSR, CNSR_J consistently outperforms CNSR_L with
about 1% to 2% improvement. This experimental observa-
tion also empirically validates that the joint training approach
could discover the mutual enhancement between the social
embedding part and the CNR part, thus improving the overall
performance.
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TABLE III
NDCG@10 WITH DIFFERENT DEEP ARCHITECTURE

Efficiency: Since all the proposed algorithms rely on
stochastic gradient descent, we show the runtime of the meth-
ods in one iteration in Table II. In practice, all the algorithms
would converge in less than 100 iterations. Compared to BPR,
SocailMF and SR need more runtime by adding the social
network information. NeuMF leverages both the shallow lin-
ear model and deep networks with separate parts; thus, it costs
more time than our simplified model of CNR that organi-
cally combines the shallow and deep structure in a unified
framework. CNSR needs to calculate both the social embed-
ding of users and the parameters in the collaborative neural
architecture; it costs the most time. Specifically, CNSR_L is
more time efficient than CNSR_J, as we do not update the
social embedding part in a loosely training approach. Instead,
CNSR_J jointly optimizes the social embedding part in the
loss function, and it usually costs about 2 to 3 times as much
as CNSR_L. Last but not least, the runtime of Douban is larger
than Flixster on all methods since the Douban dataset has more
rating records and social links. Given the above analysis, we
empirically conclude that all methods are very time efficient.

C. Parameter Analysis

We now study the performance of CNSR under different
parameter settings. For page limit, we only show the results
on NDCG metric with top-K value equals 10. The trend is
similar on HR metric.

The Impact of Neural Architecture: As the deep hidden lay-
ers in CNSR controls the capacity in modeling the complex
relationships between users and items, we show the effective-
ness of the deep hidden architecture by varying the number of
hidden layers as well as the capacity of each hidden layer with
different sizes. The dimension of user and item embeddings D
is set as the same size of the first hidden layer. Specifically, we
vary the size of the first hidden layer and reduce half of the size
for each following layer. For example, if the size of the first
hidden layer is 64 and there are 3 hidden layers, then the
sizes of the layer are 64 → 32 → 16. Please note that, when
F = 0, CNSR degenerates to a generalized matrix factorization
model without any hidden layers. Table III shows the model
performance with different neural architecture on both datasets
with the two training methods of CNSR. As can be seen from
this table, as we increase the hidden dimension size and stack-
ing more layers in a reasonable range, the results are better.

(a) (b)

Fig. 4. NDCG@10 with different dropout ratio. (a) Flixster. (b) Douban.

For example, the performance improves quickly as we increase
the hidden layer from 0 to 1, denoting the effectiveness of
considering the complex deep architecture for modeling. The
best results are achieved on both datasets if the first hidden
layer size is 64 with 2 hidden layers. The results are encour-
aging and show the expressiveness of adopting deep neural
networks for modeling the complex user–item interaction to
enhance recommendation performance.

Impact of Dropout Ratio: Dropout is very important tech-
nique in deep neural networks to avoid overfitting. Fig. 4
shows the metric of NDCG@10 on both datasets with dif-
ferent dropout ratio ρ. For example, ρ = 0.1 means in each
iteration, we randomly discard 10% of the deep neurons in
the collaboration and hidden layers. On both datasets, as ρ

increases, the performance on both datasets increases at first.
For example, the improvement on the NDCG metric is more
than 3.5% on Flixster and 4.5% on Douban as we increase
the dropout ratio from 0 to 0.2. However, when ρ surpasses
0.2, the performance on both datasets decreases. Thus, on both
datasets, we choose the dropout ratio ρ as 0.2.

Impact of Balance Parameter: There are two important bal-
ance parameters: α and β in the objective function (10). α

controls the balance between the rating loss function and the
social embedding loss function, and β determines the relative
importance of the social correlation term in the social embed-
ding loss function. The larger the α, the more weight on the
social embedding loss. The larger the β, the more weight on
the social correlation regularization of the social loss function.
For each balance parameter, we adopt the strategy of fixing
all the other parameters by varying the current parameter for
evaluation.

Fig. 5 shows the performance with the varying parameter α

(with β = 0.3 on Flixster and β = 0.2 on Douban). Please not
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(a) (b)

Fig. 5. Impact of parameter α. (a) Flixster. (b) Douban.

(a) (b)

Fig. 6. Impact of parameter β. (a) Flixster. (b) Douban.

that, in the loosely training method (i.e., CNSR_L), we first
learn the social embedding and then push the social embedding
in the second part; thus, it is not sensitive to α. For CNSR_J,
the overall trend is that it improves quickly at first, and it then
drops at α = 0.1 on both datasets. The reason is that, when
α = 0, CNSR_J degenerates to the CNR without any social
network information. As we increase α from 0, we actually
enhance the user embedding part with the social embedding.
In contrast, if α is too large, the objective function would
bias to the social embedding learning. Given the experimental
finding, we set α = 0.1 on both datasets.

Fig. 6 shows the performance with the varying parameter β

(with α = 0.1 on both datasets). As we increase β from 0
to larger values, we regularize the social embedding part with
more social correlation constraints. The overall trend is similar
to the trend of α, with the performance increasing at first and
dropping at a certain value. Based on the results, we set β =
0.3 on Flixster and β = 0.2 on Douban.

V. CONCLUSION

In this paper, we developed a novel neural architecture
CNSR that jointly incorporates the social network struc-
ture and user–item interaction in a unified model for
social recommendation. Specifically, we proposed a social
correlation-based interest embedding part that captures the
social correlation among users’ interest to strengthen the user
embedding learning in a unified framework. We designed a
newly proposed collaboration layer in the low layers of the
proposed deep neural architecture to model the linear collabo-
rative user–item interaction behavior in recommender systems.
We also provided a joint learning framework to optimize all the
parameters in the proposed CNSR model. Thus, the proposed
model captured both the shallow collaborative and the complex
deep relationships between users and items for recommen-
dation in a unified framework. In the meantime, the social
correlation of users’ interests is seamlessly incorporated in
this neural framework. Finally, extensive experimental results
on two real-world datasets clearly showed the effectiveness of
our proposed model.
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